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Стан кібербезпеки в Україні 

 

Кібервійна проти України та операції у відповідь 

 

«Рано вранці 28 липня 2025 року проукраїнські колективи «Silent Crow» 

і «Belarusian Cyber-Partisans» розпочали давно підготовлену атаку на 

«Аерофлот», проникнувши в систему авіакомпанії через невеликого 

підрядника Bacca Soft, який розробив її веб- та мобільні додатки. Пробувши рік 

у все ще не очищеній інфраструктурі постачальника, хакери отримали права 

адміністратора домену, вивели з ладу близько 7000 серверів, почали в режимі 

реального часу стирати дані з комп'ютерів співробітників і викрали 2 ГБ даних про 

пасажирів, співробітників і «некомерційні» рейси, включаючи меморандум 

Міністерства оборони з планами військових перевезень у мережі «Аерофлоту»… 

О 05:00 чати співробітників заповнилися повідомленнями про масові 

перезавантаження; до 07:00 керівники ІТ-відділу авіакомпанії наказали відключити 

електроенергію на всіх поверхах штаб-квартири, розірвали зв'язки з 

«Ростелекомом», основною базою даних квитків і аеропортом Шереметьєво, і 

перейшли на використання таблиць Excel для перепланування маршрутів польотів. 

Аварійне відключення запобігло повній руйнації корпоративної інфраструктури, 

але було скасовано понад 100 рейсів, затримано понад 80, а тисячі пасажирів 

залишилися без транспорту, що унеможливило приховування інциденту 

російськими властями, хоча «Аерофлот» публічно звинуватив у цьому загальну 

«несправність інформаційних систем». 

За внутрішніми оцінками, прямі збитки від скасування рейсів склали 260 

мільйонів рублів (≈ 3,3 мільйона доларів), проте репутаційний збиток був більшим: 

витік документів суперечив твердженням авіаперевізника про те, що він є суто 

цивільним. Джерела повідомили The Bell, що недбале ставлення до безпеки паролів 

серед керівників вищої ланки та опір підрядника щодо проведення ретельного 

криміналістичного розслідування залишили лазівки, якими скористалися 

зловмисники. Слідчі тепер розглядають цей епізод як яскравий урок щодо ризиків 

ланцюга поставок і важливості швидкого та рішучого реагування; без буквального 

«витягування вилки» вся ІТ-інфраструктура «Аерофлоту» могла бути знищена…» 

(Gintaras Radauskas. Aeroflot hack explained: report says infrastructure was nearly 

destroyed // Cybernews (https://cybernews.com/security/russia-aeroflot-airline-ukraine-

hack/). 10.12.2025). 

*** 

 

«…За даними дослідження компанії Intezer, що спеціалізується на 

кібербезпеці, кампанія кібершпигунства, пов'язана з проукраїнською 

хакерською групою «Paper Werewolf», також відомою як GOFFEE, нещодавно 

була спрямована проти російських оборонних і технологічних компаній. У 

рамках кампанії, яка триває з 2022 року, використовувалися створені за допомогою 

штучного інтелекту документи-приманки та інші складні приманки, такі як 

російськомовні запрошення на концерти для високопоставлених офіцерів і листи, 
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нібито від Міністерства промисловості і торгівлі Росії, щоб обдурити 

співробітників організацій, що займаються протиповітряною обороною та 

чутливою електронікою. Дослідники Intezer зазначили, що цей випадок дає рідкісну 

можливість зазирнути в інтрузії проти російських організацій, оскільки видимість 

таких атак зазвичай обмежена. Ця діяльність узгоджується з іншими 

повідомленнями про проукраїнські зусилля зі збору інформації про російські 

оборонні компанії під час війни, включаючи попередню кібератаку оборонної 

розвідки України на російського постачальника БПЛА Gaskar Integration…» 

(Roman Kohanets. Russian Defense Firms Hit by AI-Enabled Cyber Espionage Linked 

to Pro-Ukrainian Hackers // UNITED24 (https://united24media.com/latest-

news/russian-defense-firms-hit-by-ai-enabled-cyber-espionage-linked-to-pro-

ukrainian-hackers-14426). 19.11.2025). 

*** 

 

 
Світові тенденції в галузі кібербезпеки 

 

«З огляду на зростання кіберзагроз — лише 2% світових підприємств 

вважають себе повністю захищеними — керівники повинні надавати 

пріоритет управлінню цифровими ризиками, особливо з огляду на те, що 

людські помилки становлять приблизно 60% випадків порушення безпеки 

даних. Зі швидким поширенням генеративних інструментів штучного інтелекту, 

що ще більше наражають на ризик інфраструктуру підприємств, кібербезпека 

перестає бути лише технологічною проблемою, а стає критично важливим 

завданням для людства… 

Щоб підвищити стійкість, організації повинні впровадити культуру, в якій 

кожен співробітник виступає в ролі «управителя даних». Ця зміна починається під 

час найму, коли оцінюється цифрова грамотність кандидатів, і продовжується 

протягом усього циклу роботи співробітника за допомогою комплексного навчання 

з питань усвідомлення ризиків. Керівники повинні задавати тон, демонструючи 

належну цифрову гігієну та сприяючи створенню середовища колективної 

відповідальності, виходячи за межі пасивного навчання на кшталт «прочитайте 

політику» і переходячи до активних заходів, таких як регулярні мікросесії, 

імітаційні вправи з фішингу та видиме винагородження за пильність… 

Стала культура кібербезпеки вимагає від співробітників відповідального 

ставлення до захисту даних і розуміння наслідків недбалості. Ключове значення 

має співпраця: коли персонал злагоджено працює і розуміє необхідність 

протистояти спробам соціального інжинірингу, організація отримує важливий 

захисний бар'єр. Зрештою, підприємства повинні змінити своє мислення, ставлячи 

безпеку вище за випадкову цікавість, щоб «людський фактор» став фактором 

пильності, а не вразливості…» (David Morel. Why Your People Are Your Best 

Defense Against Cyber-Risks // Forbes Media LLC. 

(https://www.forbes.com/sites/davidmorel/2025/12/02/why-your-people-are-your-best-

defense-against-cyber-risks/). 02.12.2025). 

*** 
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«…Згідно з доповіддю IO «Стан інформаційної безпеки 2025», в якій 

взяли участь 3000 менеджерів з кібербезпеки, кіберзагрози, що підтримуються 

державою, зараз є головним оперативним і стратегічним ризиком для 

організацій Великобританії та США. Переважна більшість побоюється атак з 

боку національних держав, а 23% називають своєю найбільшою проблемою 

недостатню підготовленість до геополітичної ескалації або військових операцій на 

тлі гучних кампаній, пов'язаних з Росією, Іраном, Північною Кореєю та Китаєм. 

Третина (33%) вважає, що їхні уряди не роблять достатньо для підтримки 

захисників. Основними очікуваними наслідками є втрата даних або неможливість 

доступу до них (41%), шкода репутації (40%), порушення ланцюгів постачання 

(38%) та порушення роботи критичної інфраструктури (36%); 35% опитаних 

турбуються про дані, що зберігаються в регіонах-супротивниках… 

Ці висновки узгоджуються з прогнозами ризиків на 2025 рік, опублікованими 

Світовим економічним форумом, які передбачають посилення міждержавних 

конфліктів, геополітичної напруженості та нестабільності ланцюгів постачання. 

Незважаючи на загрозу, 74% керівників служб безпеки інвестують у забезпечення 

стійкості, а серед тих, хто стурбований діяльністю державних суб'єктів, 97% 

розробляють плани реагування на інциденти та відновлення, посилюють розвідку 

загроз і зміцнюють безпеку ланцюгів постачання. IO попереджає, що будь-яка 

організація, пов'язана з критичними системами або яка обробляє конфіденційні 

дані, може стати мішенню, про що свідчать нещодавні випадки, такі як 

пограбування Bybit в Північній Кореї на суму 1,5 млрд доларів, поточні операції 

китайської організації Salt Typhoon та російської Sandworm. У звіті робиться 

висновок, що організації, які розуміють свою вразливість, тестують засоби захисту 

та посилюють дотримання вимог і співпрацю, будуть найкраще підготовлені до 

протистояння все більш витонченим атакам». (Phil Muncaster. Most Companies 

Fear State-Sponsored Cyber-Attacks and Want More Government Help // Reed 

Exhibitions Ltd.  (https://www.infosecurity-magazine.com/news/companies-fear-state-

attacks-more/). 02.12.2025). 

*** 

 

«…Денніс Пікетт, директор з інформаційної безпеки в RTI International, 

стверджує, що для досягнення стійкості кібербезпеки в науково-дослідних 

установах з обмеженими ресурсами необхідно надавати пріоритет 

ефективному використанню наявних ресурсів, а не очікувати від 

співробітників, що вони «зроблять більше з меншими ресурсами». Він 

пропонує розподілити робоче навантаження таким чином, щоб центральна команда 

з безпеки встановлювала стандарти та здійснювала нагляд, а окремі проектні 

команди виконували рутинні завдання, такі як перегляд журналів… 

Пікетт підкреслює, що безпека повинна сприяти інноваціям, а не 

перешкоджати їм. Це досягається шляхом створення «захисних бар'єрів» — 

безпечних середовищ і відповідних інструментів, які підтримують співпрацю, 

одночасно захищаючи конфіденційні дані. Команда з безпеки повинна прийняти 

підхід, орієнтований на обслуговування клієнтів, розуміючи потреби дослідників і 
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пропонуючи практичні, безпечні рішення, а не просто відхиляючи ідеї. Цей підхід, 

який Пікетт називає «відповідною безпекою», включає створення ізольованих 

середовищ з нижчим рівнем безпеки для експериментів… 

Під час обговорення також було висвітлено нові ризики: інтерес держави до 

передових технологій, таких як штучний інтелект та квантові обчислення, швидко 

зростає завдяки їхньому економічному потенціалу та можливостям у сфері надання 

публічних послуг. Управління даними в різних наукових дисциплінах є викликом 

для класифікації та дотримання вимог. Пікетт рекомендує установам або 

стандартизувати єдину систему класифікації для спільних даних, або 

перекласифікувати всі існуючі дані за допомогою нових інструментів, або 

класифікувати цілі середовища колективно, забезпечуючи застосування найбільш 

обмежувальної класифікації до сукупного збору даних. В кінцевому рахунку, успіх 

залежить від співпраці та інтеграції безпеки в робочий процес, зміни сприйняття 

команди безпеки з перешкоди на шляху до важливого партнера в інноваціях». 

(Creative cybersecurity strategies for resource-constrained institutions // Help Net 

Security (https://www.helpnetsecurity.com/2025/12/02/dennis-pickett-rti-international-

research-institutions-cybersecurity/). 02.12.2025). 

*** 

 

«…Від 95 до 99 % світового трафіку даних проходить через понад 1,3 

мільйона кілометрів підводних кабелів, які експлуатуються переважно 

приватними компаніями. Однак їхня критична роль була підкреслена 

численними інцидентами, зокрема в Балтійському морі, де з 2022 по липень 2025 

року сталося десять пошкоджень кабелів — сім з них лише за два місяці — що 

викликало підозри у навмисному саботажі з боку китайських або російських 

інтересів. Атлантична рада визначає основні загрози, серед яких — авторитарні 

уряди, що переформатують інфраструктуру Інтернету, віддалені центри 

управління, що збільшують ризик, а також зростаючий обсяг і чутливість даних від 

хмарних обчислень, 5G та Інтернету речей. У відповідь на це ЄС опублікував у 

лютому 2025 року План дій з безпеки кабелів, що стосується як фізичного, так і 

кіберзахисту… 

Великі технологічні компанії, такі як Google, Meta, Amazon і Microsoft, зараз 

контролюють 71% міжнародної пропускної здатності і роблять акцент на 

відмовостійкості за допомогою дублюючих мережевих шляхів. Google надає 

пріоритет фізичній безпеці шляхом вибору маршрутів і прокладання кабелів під 

землею, тоді як іспанська компанія Telxius, дочірня компанія Telefónica, 

використовує комплексну модель безпеки, що поєднує надлишкові маршрути 

(наприклад, трансатлантичні кабелі Marea і Dunant), виявлення загроз на основі 

штучного інтелекту, багаторівневу кібербезпеку, періодичні аудити та плани 

відновлення після аварій, щоб забезпечити безперебійну роботу цієї життєво 

важливої інфраструктури…» (María Ramos Domínguez. Submarine cable 

cybersecurity: protecting critical infrastructure // FoundryCo, Inc. 

(https://www.csoonline.com/article/4099959/submarine-cable-cybersecurity-protecting-

critical-infrastructure.html). 04.12.2025).  

*** 
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«…Згідно з дослідженням ISC2 Cybersecurity Workforce Study 2025, 

дефіцит фахівців у галузі кібербезпеки залишається настільки серйозним, що 

деякі організації наймають недостатньо кваліфікованих або недосвідчених 

співробітників лише для того, щоб заповнити вакансії. Хоча масові звільнення 

та замороження найму, що були характерними для 2024 року, зменшилися, а 

кількість робочої сили стабілізується, жорстка економія бюджету вже залишила 

тривалий слід: багато компаній заморозили найм та скоротили навчання, що 

створило розрив у компетентності, який ускладнює можливість йти в ногу з 

еволюцією загроз та збільшує ризик порушень і витоку даних. В опитуванні 16 029 

практиків та осіб, що приймають рішення, більше чверті респондентів повідомили 

про недоліки в процесах та процедурах кібербезпеки через нестачу персоналу та 

кваліфікованих кадрів, а ще чверть заявили, що були змушені наймати недостатньо 

кваліфікованих фахівців. У дослідженні зроблено висновок, що з огляду на 

постійний економічний тиск, організації повинні розширювати свою базу навичок, 

інвестуючи в існуючий персонал та розвиваючи його багатопрофільні навички, а не 

просто намагаючись збільшити чисельність персоналу… 

На запитання, яких навичок найбільше бракує, респонденти найчастіше 

називали штучний інтелект і хмарну безпеку. Професіонали не вважають ШІ 

загрозою для своїх робочих місць, а бачать у ньому каталізатор кар'єрного 

зростання і активно навчаються його застосовувати, особливо у виявленні загроз та 

реагуванні на них. Безпека хмарних технологій залишається давньою проблемою, а 

хмарна архітектура та безпечне проектування оцінюються як найважливіші 

навички, пов'язані з хмарними технологіями. Водночас нетехнічні компетенції 

стали такими ж важливими, як і технічні: вирішення проблем, співпраця, 

комунікація, готовність до навчання та стратегічне мислення зараз входять до 

числа найбільш затребуваних якостей, що підкреслює: для усунення прогалин у 

навичках кібербезпеки потрібні як глибші технічні знання, так і сильніші «м'які 

навички» у всіх працівників». (Jurgita Lapienytė. New ranking reveals 2 hottest 

cybersecurity skills // Cybernews (https://cybernews.com/security/new-ranking-reveals-

2-hottest-cybersecurity-skills/). 06.12.2025). 

*** 

 

«…Звіт Verizon про розслідування випадків порушення безпеки даних за 

2025 рік показує, що зловмисники все частіше використовують периферійні 

пристрої та неправильно налаштовані VPN, причому 22% порушень, 

пов'язаних із вразливістю, зараз походять саме з цих шлюзів — це у вісім разів 

більше, ніж у 2024 році. Програми-вимагачі залишаються поширеними, 

з'являючись у 44% всіх порушень, але непропорційно впливають на малі та середні 

підприємства (88%) порівняно з великими підприємствами (39%). Хоча середня 

сума викупу знизилася до 115 000 доларів, а 64% жертв тепер відмовляються 

платити, середній час усунення наслідків залишається на рівні 32 днів, що дає 

зловмисникам широкі можливості… 

Кожен сектор стикається з особливими регуляторними наслідками. 

Фінансовий та страховий сектори повинні дотримуватися правил розкриття 
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інформації SEC, заходів безпеки GLBA та вимоги OCC щодо подання звітності 

протягом 36 годин. Сектор охорони здоров'я регулюється HIPAA та Правилом FTC 

щодо повідомлення про порушення в галузі охорони здоров'я. Виробничий сектор 

та сектор критичної інфраструктури незабаром стикнуться з вимогою Закону про 

повідомлення про кіберінциденти для критичної інфраструктури (CIRCIA) щодо 

подання звітності протягом 72 годин. Сектор професійних послуг має 

дотримуватися державних законів та договірних зобов'язань щодо відшкодування 

збитків. Компанії повинні застосовувати стратегії, що враховують ризики, 

включаючи швидке виправлення (протягом 15 днів), аутентифікацію без пароля, 

галузеві навчальні тренінги та заздалегідь визначені рамки управління програмним 

забезпеченням для вимагання викупу. Зіставляючи тенденції порушень з 

регуляторними очікуваннями, організації можуть перетворити дані на практичні 

стратегії управління ризиками…» (Sarah F. Hutchins, Robert M. Botkin. Cyberattack 

Targets in 2025: Which Industries Get Hit, How Attackers Get In, and What the Law 

Now Expects // Parker Poe Adams & Bernstein LLP  

(https://www.parkerpoe.com/news/2025/12/cyberattack-targets-in-2025-which-

industries-get-hit). 05.12.2025). 

*** 

 

«Джеймс Вікетт, генеральний директор DryRun Security, представляє 

шість ключових прогнозів щодо тенденцій у сфері технологій та кібербезпеки 

на 2026 рік, які зумовлені насамперед швидким розвитком систем штучного 

інтелекту. 

1. Зловживання агентами стане новим видом ін'єкційних атак: зловмисники 

перейдуть від швидких ін'єкцій до «зловживання агентами», використовуючи 

підключені агенти штучного інтелекту для завдання реальної шкоди або 

викрадення конфіденційних даних під виглядом рутинних запитів (наприклад, 

передача резервних копій виробництва для «аудиту»). Це «надмірне зловживання 

агентами» стане джерелом нового покоління порушень штучного інтелекту… 

2. Галюцинації не зникнуть, вони просто будуть обмежені: розробники 

перестануть намагатися повністю усунути галюцинації ШІ, а зосередяться на 

управлінні та обмеженні помилок. Це призведе до створення багаторівневих 

архітектур ШІ, в яких вторинні «судді» перевірятимуть результати, відкидатимуть 

результати низької якості та утримуватимуть помилки в передбачуваних, 

вимірюваних межах, надаючи перевагу точності над досконалістю… 

3. Агентні системи стануть мейнстрімом, а безпека буде намагатися не 

відставати: багатоагентні архітектури (агенти, які планують, виконують і 

оцінюють) стануть повсюдними, збільшуючи площу атаки, оскільки кожен 

субагент вимагає унікальних дозволів і моніторингу. Більшість організацій 

зіткнуться з проблемами безпеки через неможливість впровадження базових 

інженерних засобів захисту, таких як обмеження доступу до інструментів і 

моніторинг комунікації агентів… 

4. Технічний CISO повернеться з новою силою: Ера CISO як суто бізнес-ролі 

закінчилася. Зі збільшенням обсягу коду та впровадженням систем штучного 

інтелекту в діяльність підприємств, CISO повинен володіти глибокими технічними 
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знаннями, щоб забезпечити безпеку підприємства та надати раді директорів 

впевненість у тому, що автоматизовані системи можуть бути безпечно 

впроваджені… 

5. Штучний інтелект зробить індивідуальне шкідливе програмне 

забезпечення новою нормою: вартість створення індивідуального шкідливого 

програмного забезпечення, орієнтованого на конкретну ціль, наближається до нуля, 

що робить «індивідуальне шкідливе програмне забезпечення» стандартною 

тактикою. Зловмисники використовуватимуть штучний інтелект для ідентифікації 

цільових середовищ і створення експлойтів за лічені хвилини, переносячи атаки з 

масових кампаній на мікроцільові вторгнення в окремі системи або розробників… 

6. Темна мережа перейде від ідентичності до IP (Internet Protocol): оскільки 

спеціальні експлойти стають дешевими, темні ринки перейдуть від крадених 

ідентичностей до продажу краденого коду та комерційних таємниць, які системи 

штучного інтелекту можуть безпосередньо використовувати як зброю. Наступний 

підпільний ринок буде схожий на «GitHub для зловмисників», де продаватимуться 

готові, спеціально розроблені для конкретних цілей засоби для здійснення атак…» 

(Tim Sandle. AI hallucinations and sophisticated cyberattacks: Business tech concerns 

for next year // DIGITAL JOURNAL INC.  

(https://www.digitaljournal.com/business/ai-hallucinations-and-sophisticated-

cyberattacks-business-tech-concerns-for-next-year/article). 06.12.2025).  

*** 

 

«Незважаючи на те, що концепція безпеки Zero Trust, яка вимагає 

автентифікації кожного спроби доступу незалежно від її походження, існує вже 

понад 15 років, вона продовжує становити виклик для організацій через 

фрагментовані інструменти, застарілу інфраструктуру та культурний опір. 
Експерти сходяться на думці, що Zero Trust — це стратегічна трансформація, а не 

просто впровадження продукту, що вимагає кардинальної зміни мислення… 

Основними перешкодами є застарілі системи, які не призначені для Zero 

Trust, фрагментовані інструменти ідентифікації та доступу, а також внутрішня 

політика, в якій ізольовані підрозділи чинять опір змінам. Кайл Вікерт з AlgoSec 

зазначає, що головна перешкода більше не полягає в самій інфраструктурі, а в 

складності визначення та управління політиками в гібридних мультихмарних 

мережах. Щоб подолати цю проблему, необхідно перенести акцент з захисту 

пристроїв і підмереж на захист додатків та їх підключення, використовуючи доступ 

на основі ідентифікації замість нестабільних мережевих правил… 

Успішна реалізація вимагає сильного організаційного лідерства, яке 

розглядає безпеку як основну бізнес-мету, у поєднанні з широкою освітою для 

зміни корпоративної культури. Крім того, керівникам служб безпеки 

рекомендується використовувати спрощений підхід, заснований на ризиках, 

надаючи пріоритет швидким перемогам у критично важливих сферах та 

розробляючи стратегічний план дій, а не прагнути до надмірно складного та 

суворого узгодження… 

У перспективі поширення агентного ШІ вимагатиме розширення принципів 

Zero Trust за межі людей і пристроїв, щоб включити моделі ШІ, які самі по собі 
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повинні розглядатися як «поверхні захисту» для захисту від маніпуляцій або 

крадіжок. Експерти стверджують, що ШІ не змінює парадигму Zero Trust, а 

підсилює її, оскільки хороший ШІ може прискорити впровадження, виявляючи 

моделі високого ризику та автоматизуючи виконання політик…» (John Leyden. 15 

years in, zero trust remains elusive — with AI rising to complicate the challenge // 

FoundryCo, Inc (https://www.csoonline.com/article/4101457/15-years-in-zero-trust-

remains-elusive-with-ai-rising-to-complicate-the-challenge.html). 05.12.2025). 

*** 

 

«…Коннер Лайнс, технічний директор SixMap, виділяє дві основні 

технологічні зміни, які визначатимуть ризики кібербезпеки у 2026 році: 

прискорення розвитку наступальних технологій, доповнених штучним 

інтелектом, та зростання «сліпої зони», спричиненої переходом на IPv6 

(Internet Protocol version 6)… 

По-перше, ШІ стає новим прискорювачем атак, дозволяючи зловмисникам 

скоротити час перебування з тижнів до днів за допомогою автоматизованої 

розвідки та ланцюжків експлойтів, що працюють зі швидкістю, яку не можуть 

досягти захисники-люди. Основною проблемою є асиметрія: наступальний ШІ 

може дозволити собі швидкі, ітеративні невдачі, тоді як захисний ШІ повинен 

сповільнюватися через необхідність перевірки людиною. Лайнс попереджає, що без 

постійного відображення зовнішніх ідентифікаційних поверхонь у реальному часі 

різниця у швидкості стане визначальним ризиком, що зробить традиційні цикли 

реагування застарілими… 

По-друге, обов'язковий глобальний перехід на IPv6, який у державному 

секторі США стимулюється терміном OMB M-21-07, просувається швидше, ніж 

розробка інструментів, необхідних для його забезпечення. Оскільки простір адрес 

IPv6 значно більший (на 29 порядків більше, ніж IPv4), виявлення методом грубої 

сили є непрактичним, що залишає середовища з подвійним стеком з великими, 

некартографованими поверхнями, що виходять в Інтернет. Lines прогнозує, що 

найсерйозніші порушення в 2026 році будуть пов'язані з використанням цих 

невидимих активів IPv6, які ніколи не були інтегровані в традиційне управління 

зовнішніми поверхнями атаки, орієнтоване на IPv4. Щоб пом'якшити цю проблему, 

захисники повинні застосовувати безперервне картування з машиною швидкістю, 

яке розглядає IPv6 як першокласний домен зовнішньої експозиції…» (Tim Sandle. 

AI: Now the biggest cybersecurity threat // DIGITAL JOURNAL INC. 

(https://www.digitaljournal.com/tech-science/ai-now-the-biggest-cybersecurity-

threat/article). 07.12.2025). 

*** 

 

«Репутація Linux як «захищеної від вірусів» системи походить від її 

моделі безпеки в стилі Unix — користувачі за замовчуванням мають 

мінімальні привілеї, явні дозволи на виконання (наприклад, chmod +x) та 

програмне забезпечення, що постачається через криптографічно підписані, 

централізовано перевірені репозиторії — а також швидке виправлення з 

відкритим кодом, яке допомагає швидко усунути недоліки (як це видно на 
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прикладі xz-utils). Частка ринку настільних комп'ютерів також зробила його 

меншою ціллю, ніж Windows… Але імунітет — це міф: сервери (переважно Linux) 

завжди були прибутковими, і ситуація з загрозами змінилася. Сучасні атаки 

використовують слабкі облікові дані, незахищені вразливості та неправильні 

налаштування більше, ніж класичне шкідливе програмне забезпечення, що 

поширюється через файли. Навіть якщо код виконується під звичайним 

користувачем, шкода обмежується без підвищення привілеїв, проте загрози на рівні 

користувача (крадіжка даних, криптомайнери) все одно завдають шкоди, а помилки 

підвищення привілеїв можуть посилити вплив… 

У міру того як Linux стає більш зручним для «звичайних» користувачів, а 

виробники засобів безпеки, такі як Kaspersky, випускають антивірусні програми 

для Linux, ризики для тих, хто не дотримується найкращих практик, зростають. 

Дані Honeypot свідчать про безперервні автоматизовані атаки методом грубої сили 

на SSH і скриптові атаки з використанням шкідливого програмного забезпечення 

протягом декількох годин після виявлення. Для обережних користувачів настільних 

комп'ютерів, які дотримуються офіційних репозиторіїв і постійно оновлюють 

системи, Linux залишається дуже безпечним; однак уявлення про те, що він не 

потребує заходів безпеки, є застарілим. Міцні, унікальні паролі (або ключі) та 

MFA, своєчасні оновлення та виправлення, брандмауери, мінімальна експозиція 

служб та, за необхідності, легкі сканери (наприклад, ClamAV) або інструменти для 

кінцевих точок додають корисні рівні захисту. Коротко кажучи, архітектура Linux 

зменшує багато загроз, але сучасні реальні небезпеки — зловживання 

ідентифікаційними даними, вразливості та неправильні конфігурації — вимагають 

активної гігієни та видимості, а не самозаспокоєння». (Adam Conway. Linux anti-

virus suites aren't as pointless as they once were // Valnet Inc.  (https://www.xda-

developers.com/linux-anti-virus-suites-not-as-pointless/). 07.12.2025).  

*** 

 

«LG Display стала першим виробником автомобільних дисплеїв, який 

отримав офіційний сертифікат кібербезпеки, що підкреслює її готовність до 

ери програмно-визначених транспортних засобів (SDV). Компанія отримала 

сертифікат програми забезпечення кібербезпеки UL Solutions за стандартом 

ISO/SAE 21434:2021 (Дорожні транспортні засоби — інженерія кібербезпеки), який 

є глобальним стандартом, що підтверджує наявність у постачальників надійних 

процесів управління ризиками кібербезпеки протягом усього життєвого циклу 

продукту — від розробки та виробництва до постачання та утилізації… 

Сертифікація охоплює найновіші автомобільні OLED-продукти LG Display, 

масове виробництво яких заплановано на наступний рік, і є результатом річної 

роботи над створенням спеціалізованої організації з кібербезпеки та 

впровадженням заходів безпеки в процес проектування та виробництва продукції. 

Дисплеї були спеціально розроблені для захисту від хакерських атак на найраніших 

етапах розробки, а під час виробництва до них було додано захист на рівні схеми. У 

міру поширення SDV та розширення вимог до кібербезпеки, особливо в Європі, від 

автовиробників до постачальників комплектуючих, такі сертифікати стають 

критично важливими, особливо для ключових інтерфейсів, таких як комбінації 
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приладів, навігаційні та медіа-екрани…» (Paulo Montenegro. LG Display Becomes 

First Automotive OLED Maker To Receive Cybersecurity Certification // Ubergizmo 

(https://www.ubergizmo.com/2025/12/lg-display-automotive-cybersecurity-

certification/). 08.12.2025). 

*** 

 

«На початку 2026 року кібербезпека перетворилася з проблеми ІТ-сфери 

на транскордонну проблему дотримання нормативних вимог, що вирішується 

на рівні правління. Посилення геополітичної напруженості та сплеск серйозних 

порушень змусили уряди розглядати критичну інфраструктуру та передові 

технології як питання національної безпеки, що спричинило хвилю дублюючих 

нормативних актів у Сполучених Штатах, Європейському Союзі та Великій 

Британії… 

У США майбутній Закон про повідомлення про кіберінциденти для 

критичної інфраструктури (CIRCIA) зобов'яже призначених операторів розкривати 

інформацію про «істотні» події протягом 72 годин, а про виплати викупу — 

протягом 24 годин, тоді як Указ № 14117 вже змушує компанії, що обробляють 

конфіденційні дані, впроваджувати суворий контроль доступу проти іноземних 

супротивників. Федеральна дерегуляція перенесла частину тиску на штати: 

Каліфорнія тепер вимагає незалежних кібер-аудитів та чіткіших визначень 

«розумної безпеки», стандарту, який буде вдосконалено в ході колективних 

судових процесів. 

Європа ще більше посилює контроль. Директива ЄС NIS2, яка набере 

чинності в жовтні 2024 року і буде застосовуватися з жовтня 2025 року, поширює 

обов'язкове управління ризиками, цілодобове повідомлення про інциденти та 

нагляд за ланцюгами постачання на 18 секторів, підкріплені штрафами до 10 

мільйонів євро або 2 відсотків від глобального обороту, особистою 

відповідальністю керівників і навіть тимчасовим призупиненням діяльності. 

Майбутній Закон про кіберстійкість жорстко введе принцип «безпека за 

замовчуванням» у виробництво цифрових продуктів. Тим часом Великобританія 

розробляє власний законопроект про кібербезпеку та стійкість, проводить 

консультації щодо заборони виплат викупу за програмне забезпечення-вимагач у 

державному секторі та готує обов'язкову схему повідомлення про інциденти, яка 

тісно відповідає правилам ЄС, зберігаючи при цьому внутрішню автономію. 

Незважаючи на регіональні відмінності, регуляторні органи сходяться на 

спільних критеріях. Багато держав ЄС приймають Рамку кібербезпеки NIST або 

ISO 27001 як доказ відповідності NIS2; новий Кодекс практики кіберуправління 

Великобританії безпосередньо відповідає контрольним заходам NIST. Щодо систем 

штучного інтелекту, Закон ЄС про ШІ встановлює багаторівневі зобов'язання, які 

варіюються від повної заборони до суворих режимів «високого ризику», що 

вимагають ретельних перевірок якості даних, людського нагляду та маркування CE 

перед впровадженням. США покладаються на добровільну систему управління 

ризиками штучного інтелекту NIST, але компанії все одно несуть відповідальність, 

якщо непрозорі або упереджені моделі завдають шкоди. Законопроект 

Великобританії про штучний інтелект навряд чи буде прийнятий до кінця 2026 
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року, проте уряд запустив пісочницю «AI Growth Lab» для формування 

майбутнього законодавства… 

Впровадження хмарних технологій та генеративної штучної інтелекту 

продовжує розширювати площу атаки на корпорації, а нещодавні гучні випадки 

порушення безпеки, багато з яких були ініційовані через ланцюжок поставок, 

демонструють, як швидко можуть бути паралізовані операційні технології, 

логістика та виробництво. Тому регуляторні органи вимагають чіткої 

відповідальності правління, доведених програм управління ризиками, навчання з 

урахуванням конкретних ролей та навчань, що перевіряють як технічну, так і 

виконавчу реакцію. 

З практичної точки зору, 2026 рік змусить організації: 

• картографувати цифрові активи та потоки даних, щоб задовольнити 

вимоги щодо локалізації та критичної інфраструктури; 

• інтегрувати NIST CSF, ISO 27001 або еквівалентні засоби контролю, щоб 

продемонструвати послідовне, піддається аудиту управління ризиками в різних 

юрисдикціях; 

• узгодити розробку та впровадження ШІ з вимогами Закону ЄС про ШІ 

щодо класифікації ризиків, документації та контролю з боку людини, одночасно 

стежачи за майбутніми рекомендаціями Великобританії та США; 

• створити посібники з реагування на інциденти протягом 24–72 годин, 

включаючи сортування інцидентів за ступенем впливу, журнали виплат викупу та 

протоколи прийняття рішень на рівні правління; 

• впровадити постійну оцінку ланцюга поставок та договірні положення 

щодо безпеки для постачальників; 

• розглядати показники кіберстійкості як ключові показники ефективності 

бізнесу, які аналізуються разом із фінансовими результатами… 

Невиконання цих вимог більше не призводить лише до штрафів: керівники 

можуть зіткнутися з особистими заборонами, страхові компанії можуть обмежити 

страхове покриття, а інвестори можуть знизити оцінку вартості. Тому перспективні 

компанії створюють інтегровані юридично-інформаційно-ризикові команди, 

завданням яких є впровадження надійних засобів контролю, моніторингу в режимі 

реального часу та прозорої звітності перед правлінням. Коротко кажучи, 

дотримання вимог стало мінімальною базовою вимогою; конкурентна перевага 

тепер полягає у демонстрації кіберстійкості як основного аспекту корпоративного 

управління та довіри клієнтів». (Justine Phillips, Dr. Lukas Feiler, Vinod 

Bange, Benjamin Slinn and Adrian Brandauer. Beyond Borders: What Businesses 

Need to Know About Global Cyber Laws & Risks // Baker McKenzie 

(https://connectontech.bakermckenzie.com/beyond-borders-what-businesses-need-to-

know-about-global-cyber-laws-risks/#page=1). 04.12.2025). 

*** 

 

«Кібератаки — 15 мільйонів лише у 2024 році — зробили нагляд за 

кібербезпекою основним обов'язком ради директорів. Директори повинні 

ставитися до цього як до стратегічного бізнес-ризику, інтегрувати його в існуючі 
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системи управління ризиками та чітко розподілити відповідальність (повна рада 

директорів або комітет з аудиту/ризиків/технологій). Ключові елементи: 

1 Базові дані та технології 

• Попередньо необхідно провести повний аудит технологій та впровадити 

програму управління даними. 

• Правління повинно вимагати регулярних звітів керівництва про критичні 

активи, загрози та ефективність контролю, включаючи ризики, пов'язані з третіми 

сторонами та ланцюгами постачання… 

2 Експертні знання 

• Оцініть, чи має рада директорів достатні знання в галузі кібербезпеки; 

найміть спеціалістів, які не є членами ради директорів, призначте «кібер-чемпіона» 

або організуйте зовнішнє навчання. 

• Слідкуйте за швидко зростаючими регуляторними зобов'язаннями 

(наприклад, новим Законом про критичну інфраструктуру Гонконгу, майбутніми 

правилами Китаю щодо повідомлення про інциденти). 

3 Готовність до інцидентів 

• Затвердити та перевірити план реагування на інциденти за допомогою 

навчань та теоретичних вправ. 

• Забезпечити здатність дотримуватися різних встановлених законом термінів 

повідомлення (наприклад, 12 годин у Гонконзі, одна година для CIIO Китаю). 

4 Культура та дотримання вимог 

• Постійно підвищуйте обізнаність співробітників та враховуйте кібербезпеку 

при прийнятті всіх бізнес-рішень. 

• Для Операторів критичної інфраструктури (CIO) в Гонконзі: створіть 

спеціальний підрозділ з безпеки, розробляйте плани управління файлами, 

проводьте аудити раз на два роки, здійснюйте щорічну оцінку ризиків та 

дотримуйтесь суворих вимог щодо звітності — недотримання вимог може 

призвести до штрафів у розмірі до 5 мільйонів гонконгських доларів. 

5 Ризик, пов'язаний із третіми сторонами 

• Вимагайте ретельної перевірки постачальників, включення в договори 

положень про безпеку, права на аудит та узгоджені протоколи дій у разі інцидентів. 

• Залучайте постачальників до навчань з кризового управління… 

6 Гарантія та стійкість 

• Замовляйте незалежне тестування систем кризового реагування та 

резервного копіювання; отримуйте результати та плани виправлення. 

• Перегляньте покриття кіберстрахування та договірні відшкодування, щоб 

привести їх у відповідність до рівня прийнятного ризику. 

• Пов'яжіть кіберметрики з фінансовою та операційною звітністю, щоб рада 

директорів могла оцінити реальний вплив на підприємство. 

Висновок: ради директорів повинні перейти від сприйняття кібербезпеки як 

проблеми ІТ до її інтеграції в управління, стратегію та контроль ризиків — на 

основі експертних знань, тестування та чіткої відповідальності — щоб 

задовольнити як довірчі, так і зростаючі законодавчі очікування». (Gabriela 

Kennedy, Joanna K.C. Wong. We Have Been Hacked: Now What? Lessons for the 

Boardroom // Mayer Brown 
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(https://www.mayerbrown.com/en/insights/publications/2025/12/we-have-been-hacked-

now-what-lessons-for-the-boardroom). 15.12.2025). 

*** 

 

«Прогнози щодо кібербезпеки на 2026 рік сходяться в одному: штучний 

інтелект прискорить все — атаки, захист, вимагання, шахрайство і навіть 

помилки в кодуванні — змушуючи організації поєднувати автоматизовані 

засоби контролю з більш гострим людським судженням. Ключові висновки: 

Загрози в середовищі «машина проти машини» 

• Повністю автономні набори інструментів «темної штучної інтелекту» 

виявлятимуть уразливості нульового дня, використовуватимуть їх і 

поширюватимуться зі швидкістю, з якою жодна команда, що працює вручну, не 

зможе зрівнятися. 

• Захисники протидіятимуть за допомогою агентного штучного інтелекту для 

виправлення, пошуку загроз і сортування SOC; цикли інцидентів, які раніше 

тривали години, повинні завершуватися за лічені хвилини… 

Нові кримінальні бізнес-моделі 

• Штучний інтелект буде аналізувати викрадені дані, щоб класифікувати 

жертв, створювати індивідуальні записки з вимогою викупу та збільшувати суми 

викупу. 

• Обчислювальна потужність стає новою криптовалютою: зловмисники 

захоплюють графічні процесори та хмарні облікові записи, щоб навчати власні 

великі мовні моделі (LLMjacking). 

• Набори для голосового та глибокого фейкінгу дозволять будь-кому 

проводити масштабні кампанії з використанням автоматизованих дзвінків або 

соціальної інженерії без call-центру… 

Швидше, більш небезпечне програмне забезпечення для вимагання викупу 

• Час шифрування скорочується з 15 хвилин до декількох хвилин, що не 

залишає можливості для ручного усунення загрози. 

• Автономні корисні навантаження вражатимуть лікарні, школи та виробничі 

лінії, де простої є неприпустимими… 

Політичні та соціальні наслідки 

• Під час проміжних виборів у США в 2026 році можуть бути застосовані 

промислові технології створення фейкових відео та аудіоматеріалів, а також 

операції з використанням штучного інтелекту, спрямовані на створення хаосу. 

• Атаки на критичну інфраструктуру будуть поєднувати штучний інтелект та 

інструменти квантової ери для проведення більш руйнівних кампаній… 

Ризики, пов'язані з розробкою та ланцюгом поставок 

• Половина коду, створеного за допомогою штучного інтелекту, вже містить 

вразливості; очікується, що недоліки в ін'єкції команд призведуть до першого 

публічного порушення в компанії з рейтингу Fortune 500. 

• Традиційні посібники з управління вразливостями будуть скасовані; 

постійне сканування коду за допомогою штучного інтелекту стане обов'язковим… 

Ідентичність — людська та машинна — залишається слабким місцем 
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• Недостатньо контрольовані облікові записи служб та ключі API можуть 

спричинити першу справді глобальну загрозу, пов'язану з штучним інтелектом. 

• Моделі «нульової довіри» та багатофакторної автентифікації (MFA) 

необхідно розширити, щоб охопити не тільки користувачів, а й ідентичності 

машин… 

Зміни в кадровому складі 

• Роль фахівців рівня L1 SOC буде зменшуватися, оскільки штучний інтелект 

буде виконувати функції збагачення та первинної сортування, що збільшить 

дефіцит висококваліфікованих кадрів. 

• Успіх буде залежати від «ШI-орієнтованої» спостережності, тісних циклів 

зворотного зв'язку та персоналу, навченого ставити під сумнів впевнені, але, 

можливо, помилкові висновки штучного інтелекту. 

Відродження критичного мислення 

• З поширенням фейкового контенту користувачам знадобиться новий 

скептицизм і медіаграмотність, щоб відокремити факти від вигаданих історій… 

Висновок: 2026 рік стане першим роком, коли атаки на основі штучного 

інтелекту регулярно випереджатимуть суто людські засоби захисту. Організації, які 

поєднують автоматизоване виявлення/реагування, суворий контроль ідентичності 

та обізнаний людський нагляд, матимуть найбільші шанси втриматися на плаву». 

(Wayne Williams. Cyber experts warn AI will accelerate attacks and overwhelm 

defenders in 2026 // BetaNews, Inc. (https://betanews.com/2025/12/10/cyber-experts-

warn-ai-will-accelerate-attacks-and-overwhelm-defenders-in-2026/). 10.12.2025). 

*** 

 

«Глобальний кіберальянс (GCA) стверджує, що 2025 рік підтвердив три 

суворі істини: магістральні телекомунікаційні мережі можуть бути захоплені, 

штучний інтелект надзвичайно посилює як захист, так і злочинність, а розрив 

у навичках і фінансуванні, що захищають суспільство, продовжує 

збільшуватися. Тому його стратегія на 2026 рік зосереджена на «повсякденній 

стійкості» — простих інструментах для користувачів, виправленнях на рівні 

інфраструктури для операторів та тіснішій співпраці між урядами, операторами та 

некомерційними захисниками… 

Salt Typhoon довів це в 2025 році: пов'язана з державою група проникла в 

платформи прослуховування та мережі операторів по всьому світу, підтримуючи 

таємний доступ, який міг порушити зв'язок для мільярдів людей. Дані медової 

пастки AIDE від GCA та свіжий звіт відображають ці тактики та надають 

протизаходи телекомунікаційним компаніям та регуляторним органам; альянс 

продовжуватиме розширювати цей портал у 2026 році, оскільки напади-копії є 

неминучими… 

Штучний інтелект зараз є потужним мультиплікатором сили. Підприємства 

використовують його для виявлення аномалій і сортування сповіщень; злочинці 

використовують його для масового виробництва spear-phish, зондування систем і 

запуску більш складних шахрайських схем. Малі підприємства та благодійні 

організації, яким бракує персоналу та інструментів, опиняються в епіцентрі вибуху. 

GCA запустила ресурсний центр з безпеки ШІ та навчальну програму «ШІ + 
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кібербезпека», яка вчить студентів розпізнавати та зменшувати ризики, пов'язані з 

використанням машин. Наступного року навчальна програма буде розширена, 

готуючи нову групу технологів, орієнтованих на безпеку, оскільки «віб-кодування» 

та інші тенденції швидкої розробки вводять нові помилки в програмне 

забезпечення. 

Кожна криза супроводжувалася шахрайством: шторми, війни та святкова 

щедрість призвели до збитків споживачів у розмірі 12,5 млрд доларів у 2024 році та 

спричинили черговий сплеск у 2025 році. Очікується, що 2026 рік буде ще гіршим, 

оскільки штучний інтелект знижує вартість і підвищує витонченість шахрайства у 

сфері благодійності та покупок. GCA оновила свої публічні посібники — набори 

інструментів для швидкого старту, поради щодо святкових покупок та контрольні 

списки щодо шахрайства з пожертвами — щоб допомогти звичайним користувачам 

захистити себе… 

За лаштунками некомерційний сектор кібербезпеки сам по собі перебуває в 

скрутному становищі. Сотні невеликих організацій підтримують інструменти з 

відкритим кодом, стандарти та первинну підтримку на «крихітних» бюджетах. 

Спільно з Internet Society, GCA створила Common Good Cyber Fund та комітет з 

екосистеми для координації проектів, об'єднання зусиль із залучення коштів та 

підтримки цих критично важливих послуг; розвиток цієї мережі буде пріоритетом 

протягом 2026 року. 

Коротко кажучи, програма GCA на 2026 рік передбачає: зміцнення 

глобальної телекомунікаційної інфраструктури проти повторення порушень типу 

Salt Typhoon; оснащення малих і середніх підприємств, благодійних організацій та 

приватних осіб засобами захисту на основі штучного інтелекту; усунення дефіциту 

кваліфікованих кадрів за допомогою практичної освіти; запобігання сезонним та 

кризовим шахрайствам; забезпечення стабільного фінансування некомерційних 

організацій, що підтримують безпеку в Інтернеті. Альянс стверджує, що якщо 

прості, перевірені інструменти поєднати з модернізацією інфраструктури та 

міжнародним співробітництвом, крива кіберризиків нарешті почне знижуватися…» 

(Global Cyber Alliance Identifies Five Cybersecurity Forces That Defined 2025 - And 

Will Shape 2026 // Cision US Inc.  (https://www.prnewswire.com/news-releases/global-

cyber-alliance-identifies-five-cybersecurity-forces-that-defined-2025--and-will-shape-

2026-302637995.html). 10.12.2025). 

*** 

 

«Останні дослідження QBE показують, що кібербезпека залежить не 

тільки від технологій, але й від людей: 60 % співробітників вважають, що 

ніколи не припускалися кіберпомилок, а 86 % впевнені, що можуть виявити 

загрози, хоча більшість порушень залишаються непоміченими. Така надмірна 

впевненість є небезпечною, вважає Іан Уолш, керівник відділу кіберпродуктів QBE 

North America, оскільки одна-єдина помилка в будь-якій ланці сучасної тісно 

взаємопов'язаної діяльності може спричинити ланцюгову реакцію, що призведе до 

кризи в бізнесі… 

Уолш стверджує, що кіберризики необхідно розглядати як проблему, що 

стосується всього підприємства та рівня правління. Сучасні політики охоплюють 
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набагато більше, ніж гучні хакерські атаки, поширюючись на помилки 

співробітників, зловживання інсайдерами, збої сторонніх організацій, відмови 

систем, втрати від соціальної інженерії та репутаційні збитки. Для контролю цих 

ризиків організаціям необхідні чітко визначені ролі, перевірений план реагування 

на інциденти та регулярні навчальні тренування, що об'єднують ІТ, юридичний, 

фінансовий, комунікаційний відділи та керівництво. 

Перша лінія захисту починається з навчання персоналу. Один необережний 

клік може коштувати мільйони, тому QBE опитує потенційних страхувальників про 

їхні програми з підвищення кібербезпеки: чи можуть співробітники розпізнати 

фішинг, шахрайство з використанням термінових ситуацій та тактики підробки 

особи? Навчання також має йти в ногу з новими загрозами, такими як глибоко 

підроблені аудіо- та відеоматеріали, а також питаннями дотримання вимог, що 

супроводжують швидкий розвиток штучного інтелекту… 

Головний урок, за словами Уолша, полягає в інтеграції. Компанії повинні 

скласти план ймовірних кіберсценаріїв, оцінити їхній операційний та фінансовий 

вплив, а потім перевірити — разом зі своїми страховими партнерами — чи їхня 

страховка відповідає кожному з них. Впровадження управління кіберризиками у всі 

функції перетворює безпеку з технічної рутини на засіб захисту доходів, репутації 

та довгострокового зростання». (Emily Douglas. 'Cyber security is no longer just an 

IT issue': QBE urges cross-functional cyber prep // KM Business Information US, Inc 

(https://www.insurancebusinessmag.com/us/news/cyber/cyber-security-is-no-longer-

just-an-it-issue-qbe-urges-crossfunctional-cyber-prep-558475.aspx). 10.12.2025). 

*** 

 

«Новий глобальний звіт з кібербезпеки від Marsh, підрозділу Marsh & 

McLennan Companies, Inc. (MMC), показує, що приблизно 75% організацій у 

всьому світі «дуже впевнені» у своїх стратегіях управління кіберризиками, 

хоча рівень впевненості значно відрізняється залежно від регіону: 83% в Індії, 

на Близькому Сході та в Африці проти 50% в Азії. Ця впевненість 

супроводжується значним зобов'язанням щодо захисту: 66% респондентів 

планують збільшити інвестиції в кібербезпеку протягом наступного року, надаючи 

пріоритет технологіям, інструментам мінімізації ризиків, плануванню реагування 

на інциденти та талантам у сфері безпеки… Тривожно, що це збільшення 

інвестицій обумовлено постійними загрозами, оскільки 70% організацій 

повідомили про те, що за останні 12 місяців вони зазнали принаймні одного 

серйозного інциденту з кібербезпекою, пов'язаного з третіми сторонами. Ці 

результати свідчать про стратегічну зміну, визнання того, що традиційні засоби 

захисту периметра є недостатніми, і перетворення кібербезпеки з ІТ-проблеми на 

основний пріоритет бізнесу, спрямований на захист як внутрішніх систем, так і 

складних зовнішніх мереж постачальників і партнерів…» (Cyber Budgets to Get 

Hot: Can Marsh & McLennan Take the Advisory Lead? // Zacks Investment Research 

(https://www.zacks.com/stock/news/2802403/cyber-budgets-to-get-hot-can-marsh-

mclennan-take-the-advisory-lead?cid=CS-NEWSNOW-HL-

analyst_blog%7Ccompany_news_finance_sector-2802403). 10.12.2025). 

*** 
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«Незважаючи на серйозні ризики, пов'язані з посиленням геополітичної 

напруженості та жадібністю, кібербезпека в системах промислової 

автоматизації (OT) часто залишається поза увагою, навіть незважаючи на те, 

що на виробничий сектор, який є найбільш уразливим, припадає понад 70% 

всіх промислових атак програм-вимагачів, що призводить до середніх збитків, 

які перевищують 5 мільйонів доларів за інцидент для майже чверті компаній. 
Основні загрози включають поширене програмне забезпечення-вимагач, атаки 

держав на критичну інфраструктуру, хактивістські зриви та внутрішні загрози, які в 

основному спричинені недбалістю і зачіпають 83% організацій. Ця небезпечна 

загроза посилюється конвергенцією IT-OT в рамках Індустрії 4.0, яка розширює 

площу атаки і робить традиційну периметральну IT-безпеку недостатньою для 

унікальних вимог систем OT… 

Щоб протистояти цим зростаючим загрозам, промислові організації повинні 

застосовувати багаторівневий підхід глибокої оборони, зосереджений на 

підвищенні видимості OT (постійна оцінка вразливості), сегментації мережі (поділ 

мереж на ізольовані зони довіри для стримування порушень) та архітектурі Zero-

Trust (що вимагає суворої перевірки кожного запиту на доступ). Майбутні стратегії 

захисту будуть значною мірою покладатися на штучний інтелект та машинне 

навчання для виявлення аномалій у режимі реального часу, а також на кіберобман 

із використанням систем-приманок для відволікання уваги зловмисників. 

Виробники як і раніше стикаються з важливими викликами: вони повинні подолати 

історичну ізольованість ІТ- та ОТ-безпеки за допомогою єдиної стратегії; захистити 

застаріле обладнання за допомогою сучасних промислових брандмауерів з IDS/IPS 

та глибокою інспекцією пакетів; а також впровадити надійні, проактивні заходи, 

такі як багатофакторна автентифікація та добре відпрацьовані плани реагування на 

інциденти, щоб мінімізувати простої та фінансові втрати від постійних злочинних 

атак…» (Eric Headington. Defense strategies for evolving cyber-threats to industrial 

network security // Endeavor Business Media 

(https://www.controlglobal.com/protect/cybersecurity/article/55338741/future-proofing-

industrial-systems-cybersecurity-approaches-for-manufacturing). 22.12.2025). 

*** 

 

«Оскільки зовнішні чинники, такі як дистанційна робота та глобальні 

конфлікти, сприяють збільшенню кількості кібератак, здатність 

американських агентств, зокрема CISA, допомагати в забезпеченні мережевої 

безпеки, знаходиться під загрозою через фінансові проблеми на федеральному 

рівні, що може призвести до зниження рівня розвідки загроз. Одночасно 

Європейський Союз значно посилює регуляторні вимоги: Закон про кіберстійкість 

(CRA), який набуде чинності у два етапи до 2027 року, та вже чинна директива 

NIS2 змушують виробників забезпечувати відповідність вимогам, і їхній вплив, як 

очікується, пошириться за межі ЄС через вимоги багатонаціональних компаній 

щодо узгодженості… 

Незважаючи на ці зовнішні тиски, багато компаній все ще не можуть вийти за 

межі базових засобів захисту, таких як брандмауери та антивіруси, і продовжують 
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розглядати кібербезпеку операційних технологій (ОТ) як витрати, що не приносять 

доходу. Постійна цифровізація та конвергенція ІТ- та ОТ-середовищ, а також 

кінець епохи «безпеки через невідомість» для промислових об'єктів вимагають від 

організацій постійного вдосконалення кібербезпеки, зосередившись на тріаді 

«люди, технології та процеси». Лідери ОТ повинні подолати розрив між ІТ та ОТ і 

підвищити кваліфікацію персоналу, впроваджуючи рішення, інтуїтивно зрозумілі 

для користувачів… 

Практична стійкість вимагає постійного тестування, як продемонстрував 

клієнт Emerson, компанія Delek US, що займається енергетикою та 

інфраструктурою, яка успішно змоделювала атаку програм-вимагачів у реальному 

часі в рамках неінтрузивних настільних навчань, в яких взяли участь 75 ключових 

співробітників, від керівництва до робітників. Ці навчання підтвердили 

ефективність їхніх планів реагування, поліпшили комунікаційні канали та 

продемонстрували всьому персоналу важливість кібербезпеки. Для забезпечення 

довгострокової безпеки організації також повинні захищати компоненти на рівні 

пристроїв і реалізовувати стратегії модернізації для переходу від старих, 

незахищених протоколів зв'язку. Майбутнє мережевої безпеки буде визначатися 

масовим збором даних, що живлять потужні механізми штучного інтелекту, які 

поєднують розширене виявлення та реагування з аналізом загроз, щоб передбачати 

та агресивно протидіяти діям хакерів». (Jim Montague. Step-by step cybersecurity // 

Endeavor Business Media 

(https://www.controlglobal.com/protect/cybersecurity/article/55339242/step-by-step-

cybersecurity-with-emerson-and-delek-us). 18.12.2025). 

*** 

 

«Постійно мінливий ландшафт кіберзагроз вимагає від промислових 

організацій впровадження багаторівневої стратегії глибокої оборони 

кібербезпеки для своїх мереж операційних технологій (OT), починаючи не з 

передових інструментів, а з фундаментальної оцінки ризиків для 

інвентаризації активів, сканування вразливостей та оцінки їх серйозності. 

Phoenix Contact рекомендує, щоб після цієї оцінки користувачі надавали пріоритет 

зміцненню існуючих пристроїв шляхом зміни стандартних паролів, встановлення 

рольового контролю доступу (RBAC) та відключення непотрібних функцій 

віддаленого доступу… 

Після виконання цієї основоположної роботи необхідно провести 

сегментацію мережі, щоб ізолювати критично важливе обладнання та шляхи 

управління комунікацією. Це є важливим кроком перед застосуванням нових 

засобів захисту, таких як архітектура Zero Trust, яка вимагає постійної повторної 

авторизації. Прийняття нових європейських нормативних актів, зокрема Закону про 

кіберстійкість (CRA) та директиви NIS2, змушує таких постачальників, як Softing, 

розробляти продукти з вбудованими функціями кібербезпеки та детальною 

документацією, що містить вказівки для користувачів щодо безпечної установки та 

використання… 

Однак проблеми залишаються: багатьом командам OT не вистачає персоналу 

та ресурсів для ефективного впровадження політик безпеки, що призводить до 
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того, що персонал контролю навантажується обов'язками моніторингу. Хоча 

штучний інтелект (ШІ) може допомогти в навчанні, плануванні реагування на 

інциденти та виявленні аномалій, людський нагляд залишається необхідним. 

Виробники повинні прийняти концепцію «захисту рухомої цілі» (MTD), яку 

відстоює компанія Mitsubishi/Iconics і яка передбачає використання динамічних, 

програмно-визначених мереж та тимчасових віртуальних вузлів, що регулярно 

перебудовуються для мінімізації ризиків… 

Окрім мережі, організації повинні зосередитися на забезпеченні безпеки 

компонентів пристроїв нижчого рівня та хмарних підключень, а також 

впроваджувати стратегії модернізації для заміни застарілих засобів контролю, що 

базуються на незахищених протоколах. Зрештою, ефективна кібербезпека вимагає 

її розгляду як загальнокорпоративної директиви, що інтегрує людей, технології та 

процеси, зосереджуючись на постійному навчанні, визначенні планів зменшення 

вразливості та виборі постачальників автоматизації, які надають пріоритет 

сучасним архітектурам безпеки та гнучким методам розробки». (Jim Montague. 

Sure footing on shifting security sands // Endeavor Business Media 

(https://www.controlglobal.com/protect/cybersecurity/article/55339800/implementing-

robust-cybersecurity-in-industrial-automation-insights-from-phoenix-contact-softing-

and-mitsubishi). 23.12.2025). 

*** 

 

«…У сучасну цифрову епоху постачальники послуг з кібербезпеки є 

незамінними для зміцнення цифрової оборони та забезпечення безпеки 

онлайн-середовищ. Сучасні компанії застосовують багатогранний підхід, 

починаючи з проактивного моніторингу загроз за допомогою новітніх інструментів 

для аналізу даних у режимі реального часу, що дозволяє миттєво реагувати на 

потенційні загрози та зменшувати наслідки порушень. Центральним елементом 

їхньої стратегії є передові технології шифрування для захисту даних як під час 

передачі, так і під час зберігання, що обмежує доступ виключно до авторизованих 

користувачів. Визнаючи, що людська помилка залишається найнебезпечнішою 

слабкістю, постачальники пропонують комплексне навчання з питань безпеки для 

підвищення обізнаності співробітників, що сприяє формуванню культури 

безпеки… 

Крім того, вони займаються плануванням реагування на інциденти, 

визначаючи процедури комунікації та відновлення, щоб мінімізувати збитки та 

забезпечити швидке відновлення роботи після порушення. Кібербезпека все 

частіше використовує штучний інтелект (ШІ) для сканування величезних обсягів 

даних швидше, ніж це можуть зробити аналітики-люди, виявляючи зовнішні 

загрози та дозволяючи експертам-людям зосередитися на складних завданнях. 

Провайдери також сприяють співпраці та обміну інформацією між організаціями 

для побудови кращої колективної оборони. Основні практичні компоненти 

включають регулярні аудити безпеки для виявлення вразливостей та зміцнення 

системи безпеки, спеціалізовані хмарні рішення безпеки, що інтегрують 

шифрування та контроль доступу для складних хмарних середовищ, а також 

надійні системи управління ідентифікацією та доступом (IAM), що використовують 
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надійну аутентифікацію та контроль на основі ролей для мінімізації внутрішніх 

загроз та несанкціонованого витоку даних. Ці спільні зусилля мають 

фундаментальне значення для захисту цифрових активів та забезпечення 

безпечнішого досвіду роботи в Інтернеті». (How Modern Cybersecurity Providers 

Strengthen Digital Defenses // Silicon Review LLC 

(https://thesiliconreview.com/2025/12/how-modern-cybersecurity-providers-strengthen-

digital-defenses). 16.12.2025). 

*** 

 

«…Аутсорсинг критично важливих ІТ-послуг та кібербезпеки, який 

колись вважався швидким шляхом до ефективності, став основним джерелом 

системної вразливості, коли порушення у одного постачальника можуть 

поширитися на сотні організацій, сприяючи кіберзлочинності та наражаючи 

компанії на геополітичний ризик. Ця проблема, підкреслена такими інцидентами, 

як SolarWinds та MOVEit, означає, що аутсорсинг більше не є локальною 

проблемою, а загрозою для глобальної економічної безпеки. Аутсорсинг спочатку 

набув поширення через економічний тиск, дефіцит талантів та прискорення, 

спричинене впровадженням хмарних технологій, але ця швидкість часто базувалася 

на передбачуваній довірі, а не на розроблених системах безпеки. 

Ця вразливість зберігається через прогалини в управлінні, коли ради 

директорів ставлять ефективність вище за контроль постачальників на основі 

довіри, регуляторні органи роздроблені і легко піддаються впливу транскордонних 

злочинців, а керівники служб інформаційної безпеки не мають впливу або 

видимості над багаторівневими ланцюгами поставок. Зростання штучного 

інтелекту як мультиплікатора загроз ще більше посилює цей ризик… 

Для досягнення відповідального аутсорсингу організації повинні включити 

механізми забезпечення довіри в контракти (Trust by Design), надати пріоритет 

захисним механізмам на основі штучного інтелекту, вимагати проведення стрес-

тестів постачальників (відповідно до європейських директив DORA та NIS2) та 

впроваджувати найкращі практики, такі як мультихмарні стратегії та моделі Zero 

Trust. Правління повинні вимагати показників стійкості та затверджувати інвестиції 

в резервування; керівники служб інформаційної безпеки повинні картографувати 

критичні залежності та наполягати на моніторингу в режимі реального часу; а 

регуляторні органи повинні узгодити стандарти на глобальному рівні та вимагати 

прозорості від субпідрядників. Головний урок полягає в тому, що, хоча аутсорсинг 

є необхідним, «ілюзія, що хтось інший може взяти на себе ваш ризик», повинна 

зникнути, а ризик повинен активно регулюватися з дисципліною…» (Maman 

Ibrahim. Why outsourced cyber defenses create systemic risks // FoundryCo, Inc. 

(https://www.csoonline.com/article/4110657/why-outsourced-cyber-defenses-create-

systemic-risks.html). 23.12.2025). 

*** 

 

«…Кібербезпека вступає в «превентивну» еру, в якій організації 

намагаються нейтралізувати атаки до їх початку, а не покладатися лише на 

виявлення та реагування після порушення. Аналітики, включаючи Gartner, зараз 
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закликають керівників служб інформаційної безпеки «попередити загрози до 

початкового доступу»… 

Традиційні засоби захисту периметра виявилися занадто жорсткими, а 

подальша увага до EDR/XDR і швидкого реагування на інциденти передбачала, що 

порушення безпеки є неминучими. Превентивна безпека поєднує сучасні потужні 

механізми виявлення з адаптивним, інтелектуальним зміцненням, яке варіюється 

залежно від користувача, пристрою та контексту загрози. Використовуючи 

штучний інтелект, ці «розумні стіни» вивчають нормальну поведінку, а потім: 

• Блокуйте інструменти або функції, які певний користувач ніколи не 

використовує. 

• Дозвольте законне використання адміністраторами. 

• Блокуйте кілька команд з високим рівнем ризику, якими зловмисники 

регулярно зловживають… 

Такий підхід збільшує витрати зловмисника: якщо для злому одного 

середовища потрібні спеціальні зусилля, злочинці, які прагнуть отримати прибуток, 

переходять до більш легких цілей. 

Модель ілюструє GravityZone PHASR від Bitdefender. Платформа створює 

профіль кожного кінцевого пристрою, співвідносить активність із глобальною 

інформацією про загрози та динамічно обмежує ризиковані утиліти, такі як 

PowerShell — вимкнені для співробітників, які ніколи не користуються ними, 

дозволені для ІТ-персоналу, але з кількома «збройовими» діями, які все ще 

заборонені. Перші користувачі повідомляють про 30-відсоткове зменшення площі 

атаки протягом місяця, виявлення прихованих криптомайнерів та більш чіткі 

показники для правління щодо ризиків… 

Таким чином, превентивна безпека зміщує витрати на кібербезпеку з 

побудови більш високих статичних стін на впровадження адаптивних, чутливих до 

поведінки засобів контролю, які постійно посилюються, скорочують обсяг 

сповіщень і роблять масштабне повторне використання інструментів 

зловмисниками непрактичним». (Raphaël Peyret. Preemptive Cybersecurity: Can It 

Work? // Bitdefender (https://www.bitdefender.com/en-

us/blog/businessinsights/preemptive-cybersecurity-explained). 24.12.2025). 

*** 

 

«…Огляд кібербезпеки (CSR) — це незалежна оцінка на основі певної 

структури, яка вимірює, наскільки добре персонал, процеси та технології 

організації протистоять сучасним загрозам. Використовуючи такі стандарти, як 

NIST CSF, ISO 27001 або CIS Controls, експерти аналізують усе: від прийому та 

звільнення співробітників до конфігурації хмарних сервісів, покриття SIEM, 

шифрування та нагляду за сторонніми організаціями, а потім присвоюють оцінку 

зрілості та складають пріоритетний план виправлення недоліків… 

Без цього зовнішнього погляду багато компаній діють на основі припущень: 

оптимізм керівництва (45 % кажуть, що «дуже впевнені» у своїх захисних 

системах) часто суперечить скептицизму передової лінії (лише 19 % поділяють цю 

думку). Витрати, як правило, здійснюються у вигляді сплесків, обумовлених 

необхідністю дотримання вимог, що призводить до розростання інструментів і 
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дублювання засобів контролю; співробітники служби безпеки занадто зайняті 

аудитами та підтримкою продажів, щоб довести рентабельність інвестицій; а 

команди не можуть вирішити, що робити спочатку: виправити IAM, посилити 

контроль доступу постачальників або виправити застарілі сервери… 

Структурований огляд замінює припущення фактами. Він виявляє забуті 

активи, системи без оновлень, тіньові ІТ-системи та дублюючі інструменти, 

перетворює технічні ризики на бізнес-вплив і показує, які виправлення найшвидше 

зменшують вразливість, перетворюючи безпеку з реактивних витрат на 

стратегічний фактор. Результат допомагає керівникам обґрунтувати бюджети, 

задовольнити вимоги регуляторних органів та страхових компаній, а також 

продемонструвати належну обачність клієнтам і партнерам… 

У сучасну епоху прихованих, швидкоплинних атак і зростаючих витрат, 

пов'язаних з порушеннями безпеки, бездіяльність є найдорожчим варіантом. 

Зовнішній аудит кібербезпеки надає об'єктивну інформацію, необхідну для 

переходу від невизначеності до обґрунтованого, впевненого прийняття рішень та 

створення стійкої, надійної програми безпеки». (Nicholas Jackson. Why Every 

Organization Needs a Cybersecurity Review: Turning Risk Into Readiness // 

Bitdefender (https://www.bitdefender.com/en-us/blog/businessinsights/cybersecurity-

review-benefits-outcomes). 17.12.2025). 

*** 

 

«У 2025 році угоди в галузі кібербезпеки знову набули популярності. За 

оцінками Forrester, глобальний обсяг злиттів і поглинань перевищить 

показник 2024 року на понад 10 % і наблизиться до рекордного рівня 2021 

року, який становив приблизно 75 млрд доларів, головним чином завдяки 

двом мегаугодам: Google придбала за 32 млрд доларів готівкою зірку хмарної 

безпеки Wiz, а Palo Alto Networks запропонувала 25 млрд доларів за лідера в 

галузі ідентифікації CyberArk. Покупці більше не полюють на ізольовані 

стартапи з високим рівнем зростання; керівники служб інформаційної безпеки 

хочуть мати менше постачальників, інтегровані платформи, управління штучним 

інтелектом та системи контролю ідентифікації, тому покупці «купують щільність і 

грошовий потік», а не зростання точкових рішень. Приєдналися фонди прямих 

інвестицій, які скупили SolarWinds (4,4 мільярда доларів, Turn/River Capital) і Jamf 

(2,2 мільярда доларів, Francisco Partners) за скоригованими мультиплікаторами, а 

Veeam заплатила 1,7 мільярда доларів за компанію Securiti, що займається 

управлінням DSPM/AI, щоб доповнити свій стек захисту даних. Угода Mitsubishi 

Electric на суму 1 мільярд доларів щодо Nozomi Networks стала найбільшою 

угодою в галузі безпеки OT на сьогоднішній день… 

Цей стрибок обумовлений великою кількістю постачальників (понад 5000 

компаній), низьким інтересом до IPO, великою кількістю «сухих коштів» 

приватних інвестиційних фондів та вимогою CISO обмежити розширення 

постачальників на користь пакетів програмного забезпечення, що підтримують 

модель нульової довіри, хмарні технології та штучний інтелект. CONTEXT 

відзначає, що покупці заповнили конкретні прогалини — DLP, ідентифікація, 
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захист хмарних робочих навантажень — щоб зупинити міграцію клієнтів до більш 

масштабних конкурентів… 

Очікується, що в 2026 році потік угод залишиться високим. Forrester виділяє 

безпеку GenAI та захист OT як головні цілі, тоді як CONTEXT прогнозує перехід 

від «злиттів і поглинань з метою розширення можливостей» до «злиттів і 

поглинань з метою забезпечення суверенітету», оскільки правила ЄС (NIS2, Закон 

про кіберстійкість) змушують американських гігантів купувати європейських 

хостинг-провайдерів і підтримувати операції. Стартапи, що спеціалізуються на 

походженні даних та цілісності моделей, також будуть користуватися попитом, 

оскільки рівень «довіри» до ШІ витісняє простий контроль доступу. З огляду на 

високі процентні ставки та нестабільність ринків, що стримують IPO, придбання 

залишається найпопулярнішим виходом, що гарантує ще один напружений рік для 

юристів, які спеціалізуються на злиттях і поглинаннях у сфері кібербезпеки, навіть 

якщо їхні колеги з ринків акціонерного капіталу залишаються осторонь». (Phil 

Muncaster. The Biggest Cybersecurity Mergers and Acquisitions of 2025 // Reed 

Exhibitions Ltd. (https://www.infosecurity-magazine.com/news-features/biggest-

cybersecurity-mergers/). 25.12.2025). 

*** 

 

«…Згідно з доповіддю SURF «Технологічні тенденції 2026», кібербезпека 

перетворилася з проблеми ІТ-відділів на стратегічний стовп університетів, 

коледжів та науково-дослідних інститутів. Цифрове навчання, дослідження в 

галузі штучного інтелекту, хмарні сервіси та кампуси, оснащені технологіями 

Інтернету речей, роблять ці організації залежними від технологій, а отже, 

вразливими. 

Ключові сили, що змінюють ландшафт ризиків… 

• Гонка озброєнь у сфері штучного інтелекту Команди з безпеки зараз 

покладаються на машинне навчання для виявлення аномалій і зменшення кількості 

помилкових тривог, але зловмисники використовують ті самі моделі для 

гіперреалістичного фішингу, створення фейкових відео та автоматизованого 

сканування вразливостей. Основні принципи — управління ідентифікацією, 

встановлення виправлень, сегментація, навчання користувачів — залишаються 

вирішальними, а штучний інтелект лише підсилює сильні або слабкі сторони. 

• Технології, що підвищують рівень конфіденційності, стають 

загальноприйнятими Федеративне навчання, синтетичні дані та гомоморфне 

шифрування дозволяють дослідникам аналізувати конфіденційну інформацію без 

розкриття вихідних наборів даних, що сприяє міжінституційній співпраці з 

дотриманням вимог GDPR. Однак технології, що підвищують рівень 

конфіденційності, ускладнюють архітектуру та вимагають нових навичок… 

• Постквантова терміновість Супротивники вже «зберігають зараз, 

розшифровують пізніше». Інституції повинні стати крипто-агільними — здатними 

обмінюватися алгоритмами без перебудови систем — або ризикувати втратою 

десятиліть конфіденційності досліджень, коли квантові комп'ютери досягнуть 

зрілості. 
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• IoT як невидима поверхня атаки Лабораторне обладнання, датчики 

будівель та носимі пристрої часто не мають шляхів оновлення. Закон ЄС про 

кіберстійкість буде стимулювати постачальників, але університетські містечка все 

одно повинні інвентаризувати пристрої, сегментувати мережі та навчати 

користувачів… 

• Хмара та спільна відповідальність Гібридні, мультихмарні та нові 

суверенні хмари вимагають нульового рівня довіри, постійного моніторингу та 

чіткого розмежування безпеки між постачальником і клієнтом. Нестача 

кваліфікованих кадрів робить навчання персоналу вкрай необхідним. 

SURF стверджує, що кібербезпека є суспільною цінністю: вона лежить в 

основі академічної свободи, інклюзивності та довіри. Надто жорсткий контроль 

гальмує співпрацю, а недостатній рівень безпеки ставить під загрозу дані та 

репутацію. Тому установи повинні розглядати кіберстійкість як основний елемент 

управління — координувати захист, розвивати навички та формувати крипто-

гнучкість, оскільки від цього залежить кожна інша цифрова інновація». (Bart 

Brouwers. Cybersecurity has become the backbone of digital resilience // IO+ 

(https://ioplus.nl/en/posts/cybersecurity-has-become-the-backbone-of-digital-

resilience). 26.12.2025). 

*** 

 

«Дошки оголошень про вакансії в галузі кібербезпеки можуть бути 

переповнені вакансіями, проте багато роботодавців бачать мало 

кваліфікованих кандидатів. Незалежно від того, чи є основною причиною 

абсолютний дефіцит талантів або завищені вимоги до «початкового рівня», 

результат один і той самий: організації стикаються з розривом між тим, що їм 

потрібно, і тим, що пропонує ринок праці. У міру зростання кількості вторгнень з 

боку національних держав, програм-вимагачів як послуги та атак на основі 

штучного інтелекту застарілі навички збільшують ризик. Хоча такі організації, як 

ISC2, ISACA, OWASP та SANS, пропонують недорогі сертифікати, часто 

орієнтовані на жінок та інші недостатньо представлені групи, роботодавці все 

частіше вважають, що самого сертифіката недостатньо… 

Тому постачальники послуг безпеки, MSP та MSSP повинні перестати чекати 

на повністю підготовлених кандидатів і почати їх готувати. Деякі фірми уклали 

партнерські угоди з університетами або створили власні «коледжі», які дають 

можливість новим співробітникам закріпитися на ринку та постійно підвищувати 

кваліфікацію існуючого персоналу, сприяючи лояльності та розширюючи 

можливості для недостатньо забезпечених спільнот. Навчання повинно будуватися 

на реальних сценаріях порушень, з акцентом на стійкості — підтримці роботи до, 

під час і після неминучих атак — а не зосереджуватися виключно на запобіганні. 

Глибоке розуміння технологій резервного копіювання та процедур відновлення 

даних зараз є настільки ж важливим, як і традиційні засоби захисту периметра. 

Самовдоволеність щодо найму та навчання персоналу лише поглиблює 

дефіцит талановитих кадрів. Впровадження безперервного навчання в ДНК 

постачальника послуг безпеки є найнадійнішим способом набуття досвіду та 

адаптивності, яких вимагає сучасний ландшафт загроз…» (Brian Frank. Look 



 28 

Inward to Develop a Skilled Cybersecurity Workforce and Win the War for Talent // 

Cybersecurity Insiders (https://www.cybersecurity-insiders.com/look-inward-to-

develop-a-skilled-cybersecurity-workforce-and-win-the-war-for-talent/). 20.12.2025).   

*** 

 

«…Минулорічні порушення безпеки в таких роздрібних мережах, як 

M&S і Harrods, а також руйнівний удар програм-вимагачів по Jaguar Land 

Rover, показують, як професійні групи здирників і спонсоровані державою 

суб'єкти переросли традиційні цілі в сфері ІТ. Напередодні 2026 року загроза 

переноситься на операційні технології: шлюзи між ІТ-системами та системами 

заводських цехів погано захищені та майже не контролюються, тому лише питання 

часу, коли основні групи хакерів, що використовують програми-вимагачі, підуть за 

прикладом китайських команд Volt і Salt-Typhoon і почнуть розглядати виробничі 

лінії, системи контролю безпеки та мережі управління будівлями як легку здобич… 

Та сама логіка застосовується до критичної національної інфраструктури. 

Розподілені енергетичні активи — сонячні електростанції, інвертори, «зелені» 

мікромережі та гіпермасштабні або ядерні центри обробки даних, які зараз 

класифікуються як CNI (критична національна інфраструктура), — пропонують 

зловмисникам новий спосіб викликати перебої в роботі, що порушують нормальне 

життя, або запускати DDoS-атаки на національні мережі, тоді як майбутні правила, 

такі як NIS2 та британський законопроект про кіберстійкість, змушують операторів 

ретельно перевіряти кожного постачальника в ланцюжку. Над усім цим нависає 

квантовий горизонт: до кінця 2020-х років противник на державному рівні може 

володіти комп'ютерами, здатними зламати сучасне шифрування з відкритим 

ключем, а розвідувальні служби вже накопичують вкрадені шифровані тексти для 

подальшого розшифрування… 

Тому організаціям потрібна двостороння стратегія: посилення безпеки OT і 

ланцюга поставок вже зараз — за допомогою навчань «червоної команди», 

сегментованих мереж і планування відновлення після інцидентів — і одночасне 

картографування чутливих даних та підготовка до переходу на постквантові 

алгоритми NIST. Квантова технологія може і не набере обертів у 2026 році, але 

програми-вимагачі, шпигунство та саботаж CNI точно будуть; єдиним захистом є 

невпинна, скоординована готовність у сферах IT, OT та ланцюга поставок». (Gary 

Mounsor. Critical infrastructure, ransomware and quantum: Cybersecurity focus in 

2026 // Silicon Republic Knowledge & Events Management Ltd 

(https://www.siliconrepublic.com/enterprise/critical-infrastructure-ransomware-

quantum-cybersecurity-predictions-2026). 22.12.2025). 

*** 

 

«Ситуація в галузі кібербезпеки в 2026 році визначається 

безпрецедентною конвергенцією автономних загроз і прискореними 

цифровими ризиками, при цьому штучний інтелект еволюціонує від 

оборонного інструменту до основної зброї для кібератак. Експерти прогнозують, 

що кількість жертв програм-вимагачів збільшиться на 40%, а кількість порушень з 

боку третіх осіб подвоїться, оскільки очікується, що атаки на основі штучного 
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інтелекту будуть домінувати в 50% загроз… Найбільш значущою тенденцією є 

індустріалізація «агентного ШІ» — самокерованих систем, які автономно планують 

і виконують кампанії в 100 разів швидше, ніж людські зловмисники, що робить 

традиційні посібники з безпеки застарілими. Ця революція в галузі штучного 

інтелекту також сприяла поширенню гіперперсоналізованих фішингових кампаній 

та бездоганної технології deepfake, яка була задіяна в понад 30% 

високорезультативних атак з підробкою корпоративних облікових даних у 2025 

році, тоді як швидке введення коду стало критичною вразливістю для 

маніпулювання системами штучного інтелекту з метою перетворення їх на 

«внутрішні загрози штучного інтелекту». 

Операції з використанням програм-вимагачів еволюціонували від простого 

шифрування до інтелектуального багатоетапного вимагання, яке стало 

професійним завдяки платформам Ransomware-as-a-Service (RaaS), що роблять 

складні атаки доступними для малокваліфікованих зловмисників. У відповідь на це 

ідентифікація стала центральним полем битви за безпеку, оскільки зловмисники 

все частіше «входять» у систему, використовуючи скомпрометовані облікові дані, а 

не «зламують» її, що робить архітектуру Zero Trust, яка вимагає суворої та 

постійної верифікації, новим стандартом. Поверхня атаки продовжує 

розширюватися через складність мультихмарних середовищ і вразливі ланцюги 

постачання, причому кожна третя витік даних зараз походить від сторонніх 

постачальників… 

На горизонті з'являються нові загрози, пов'язані з квантовими обчисленнями, 

які можуть ретроактивно зламати поточні стандарти шифрування, а також 

поширення незахищених пристроїв Інтернету речей у критичній інфраструктурі. 

Щоб орієнтуватися в цьому середовищі з високими ризиками, організації повинні 

перейти від реактивної безпеки до прогнозованої стійкості. Це вимагає стратегії, 

орієнтованої на безперервне управління ризиками (CTEM) для постійної видимості, 

використання штучного інтелекту для захисту з машиною швидкістю реагування та 

прийняття підходу «Zero Trust», орієнтованого на ідентифікацію. У міру посилення 

нормативно-правової бази та зростання витрат, пов'язаних з порушеннями, 

справжнім показником стійкості стане середній час відновлення (MTCR), що 

вимагатиме стратегічного зсуву, в результаті якого кібербезпека стане центральним 

пріоритетом бізнесу, орієнтованим на гнучкість та проактивну оборону». (Guru 

Baran. 100+ Cybersecurity Predictions 2026 for Industry Experts as the AI Adapted in 

the Wild //  Cyber Security News (https://cybersecuritynews.com/cybersecurity-

predictions-2026/). 25.12.2025). 

*** 

 

«У сучасних умовах кібератаки є питанням «коли», а не «чи», тому 

організаціям потрібно більше, ніж базові канали інформації про загрози та 

брандмауери. Інформація про кіберзагрози (CTI) перетворює необроблені дані про 

супротивників, вразливості та тактики на проаналізовану, корисну інформацію, яка 

дозволяє командам безпеки передбачати, запобігати та пом'якшувати атаки. 

Використовуючи цикл обробки інформації — встановлення цілей збору, збір даних, 

аналіз, поширення, переоцінка — CTI генерує три рівні результатів: 
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• Стратегічні (загальні звіти, що слугують орієнтиром для політики та 

інвестицій), 

• Оперативні (детальна інформація про інфраструктуру супротивника та TTP 

для команд SOC та IR), 

• Тактичні (показники швидкості роботи машин, такі як хеші шкідливого 

програмного забезпечення або фішингові домени для автоматичного блокування)… 

Зріла програма CTI усуває прогалини, які не враховують базові засоби 

контролю: вона виявляє ранні ознаки вторгнення, розкриває подальші дії 

зловмисників і передає цю інформацію системам захисту в організації. 

Сучасна CTI базується на платформі аналізу загроз (TIP), яка автоматизує 

кореляцію декількох джерел даних, фільтрує шум, обмінюється результатами між 

інструментами та надає практичні інструкції (встановити патч тут, заблокувати 

там). Надійна TIP повинна об'єднувати внутрішні журнали з зовнішніми каналами, 

автоматично сортувати, підтримувати обмін між машинами та відповідати 

стандарту ISO/IEC 27001 і новому контролю 27002 щодо аналізу загроз… 

Оскільки зловмисники розвиваються, а точки входу множаться — хмарні 

додатки, Інтернет речей, тіньові ІТ — безперервна інтегрована розвідка зараз є 

незамінною. При правильному підході вона дозволяє підприємствам перейти від 

реагування на надзвичайні ситуації до прогнозованої стійкості, знижуючи витрати 

на усунення порушень, покращуючи реагування на інциденти та надаючи 

керівникам впевненість у тому, що їхні найцінніші цифрові активи захищені». 

(Cyberthreat Intelligence for Cybersecurity // Quality Digest 

(https://www.qualitydigest.com/inside/management-article/cyberthreat-intelligence-

cybersecurity-122325.html). 23.12.2025). 

*** 

 

«Сторонні постачальники стали найшвидше зростаючим вектором атак. 

Згідно з доповіддю Verizon DBIR за 2025 рік, постачальники зараз причетні до 

30 % усіх порушень безпеки — удвічі більше, ніж торік — оскільки партнери, 

інструменти SaaS та тіньові ІТ-послуги часто мають прямий доступ до 

основних систем, але працюють поза межами систем безпеки клієнтів. 
Вересневий спалах черв'яка Shai-Hulud, який проник у понад 500 пакетів з 

відкритим кодом і зібрав токени GitHub та ключі API основних хмарних сервісів, 

ілюструє, як одне слабке місце може поширитися по всьому ланцюжку постачання 

програмного забезпечення, перш ніж захисники зрозуміють, який «доміно» впав… 

Зловмисники використовують п'ять типових слабких місць: незахищене 

програмне забезпечення постачальників, неправильні налаштування хмарних 

сервісів, занедбані облікові записи або активи, несанкціоноване («тіньове») ІТ та 

недостатньо навчений персонал постачальників, який потрапляє на гачок фішингу. 

Щоб зміцнити ланцюг, організації повинні перейти від щорічних анкет для 

постачальників до автоматизованого моніторингу в режимі реального часу та 

каналів інформації про загрози, які розкривають фактичний стан безпеки 

постачальника та мінливу поверхню атаки. Вони повинні ставитися до ланцюжка 

поставок як до екосистеми зі спільним ризиком: обмінюватися оперативною 

інформацією, включати положення про відповідальність і сприяти колективному 
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реагуванню на інциденти. Принципи нульової довіри — «ніколи не довіряй, завжди 

перевіряй», мінімальні привілеї для кожного партнера — повинні регулювати весь 

доступ третіх сторін. Нарешті, керівники служб інформаційної безпеки повинні 

кількісно оцінювати ризики постачальників з точки зору бізнесу, щоб керівництво 

бачило фінансовий вплив порушення і фінансувало необхідні заходи контролю… 

Коротко кажучи, тільки спільнота партнерів, які перебувають під постійним 

наглядом, дотримуються принципу нульової довіри та несуть взаємну 

відповідальність, може запобігти тому, щоб одна вразлива ланка зруйнувала весь 

цифровий ланцюг поставок». (Michael DeBolt. How to Stop the ‘Domino Effect’ of 

Supply Chain Cyber Attacks // Keller International Publishing Corp 

(https://www.supplychainbrain.com/blogs/1-think-tank/post/42981-how-to-stop-the-

domino-effect-of-supply-chain-cyber-attacks). 23.12.2025). 

*** 

 

«Нове опитування KPMG, в якому взяли участь понад 300 керівників 

служб інформаційної безпеки та старших керівників з питань безпеки, 

показує, що практично кожна організація планує збільшити витрати на 

кібербезпеку в найближчі два-три роки, причому більше половини очікують 

зростання на 6-10 відсотків. Причини: 83-відсоткове зростання кількості атак, 

необхідність протидіяти загрозам, пов'язаним з штучним інтелектом, та 

забезпечити безпеку хмарних середовищ, конфіденційності даних та ідентифікації. 

70% респондентів вже спрямовують понад 10% свого бюджету на безпеку на 

ініціативи в галузі штучного інтелекту, а 42% називають управління 

ідентифікацією та доступом головним пріоритетом фінансування. Бум витрат 

підживлює війну за таланти: 53% респондентів мають труднощі з пошуком 

кваліфікованого персоналу і підвищують заробітну плату, розширюють навчання та 

покладаються на MSSP… 

Проте практикуючі фахівці висловлюють більш стриману думку. Опитані SC 

Media керівники служб інформаційної безпеки очікують, що в 2026 році кількість 

співробітників залишиться незмінною, а бюджет зросте лише незначно, оскільки 

ради директорів вимагають доведеної рентабельності інвестицій та ефективності 

завдяки автоматизації. Вони розглядають ШІ як важливий мультиплікатор сили, а 

не засіб скорочення штату; розширення SOC стабілізується, тоді як найм фахівців у 

галузі хмарної безпеки та безпеки ідентифікації триває. Постачальники, які можуть 

продемонструвати конкретне зниження ризиків за допомогою ШІ, отримають 

кошти від існуючих гравців ринку. Загалом, витрати на кібербезпеку зараз є 

стратегічною інвестицією в бізнес, але організації будуть ретельно аналізувати 

кожну додаткову гривню, щоб переконатися, що вона приносить вимірювану 

стійкість і цінність». (Steve Zurier. Cybersecurity spending boom projected, but 

security pros are skeptical // CyberRisk Alliance (https://www.scworld.com/news/cyber-

spending-boom-projected-in-2026-but-security-pros-are-skeptical). 26.12.2025). 

*** 

 

«…2025 рік став найруйнівнішим роком для кібербезпеки, перетворивши 

кіберризики на макроекономічну та геополітичну проблему. Глобальні збитки 
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зросли до приблизно 10,5 трлн доларів (на 31% більше, ніж у 2024 році), а 

середня вартість одного порушення залишилася на рекордно високому рівні 

— 4,44 млн доларів. Програми-вимагачі становили 44% усіх порушень (32% у 

2024 році), а інциденти, пов'язані з третіми сторонами або ланцюгами постачання, 

подвоїлися до 30%. Цей рік був позначений безперервною низкою масштабних 

атак: 

• Січень: крадіжка облікових даних, програм-вимагачів та хвиля DDoS-атак 

на базі Інтернету речей (IoT) потужністю 5,6 Тбіт/с паралізували освіту, банківську 

справу та готельний бізнес, оприлюднивши дані про 62 мільйони студентів, 9,5 

мільйонів викладачів та терабайти готельних записів. 

• Лютий: порушення безпеки IoT з витоком 2,7 мільярда записів, крадіжка 

криптовалюти на суму 1,5 мільярда доларів та викрадення мільйона кредитних 

карток підкреслили прогалини у фінтех, платіжних та хмарних ланцюгах 

постачання. 

• Березень: було порушено безпеку веб-сайтів, програм-стежків та систем 

охорони здоров'я, що призвело до витоку номерів соціального страхування, 

медичних файлів та даних заявок понад шести мільйонів осіб… 

• Квітень: неправильно налаштовані хмарні сервіси, відкриті сервери та 

програми-вимагачі вразили галузі HR, охорони здоров'я та роздрібної торгівлі, 

викравши 21 мільйон скріншотів співробітників, 4,7 мільйона записів про клієнтів 

та завдавши європейському роздрібному продавцю збитків на суму 20 мільйонів 

євро. 

• Травень: витік 184 мільйонів облікових даних, викрадення шпигунського 

програмного забезпечення та викриття даних аналітики показали, що незахищені 

сторонні платформи залишаються найслабшою ланкою, незважаючи на зростання 

штрафів та посилення регуляторного контролю… 

У всіх секторах — урядовому, критичної інфраструктури, SaaS, авіакомпаній, 

роздрібної торгівлі — зловмисники використовували помилки в налаштуваннях 

хмарних сервісів (34 % порушень), незахищені API та крадіжку облікових даних за 

допомогою фішингу; 79 % шкідливих файлів надходили електронною поштою, а 76 

% інфраструктури для атак розміщувалося в США. Ботнети зараз генерують 

багатотерабітні DDoS-потоки, а групи зловмисників, що використовують 

програми-вимагачі, перейшли від шифрування до вимагання даних та проникнення 

в ланцюги постачання. Зі зростанням премій за кіберстрахування до 24–25 

мільярдів доларів та прогнозованою частотою атак раз на дві секунди до 2031 року, 

організації більше не можуть покладатися на периметральну оборону. Постійне 

управління ризиками, ідентифікаційна модель «нульової довіри», швидке 

виправлення вразливостей, управління ризиками постачальників та реагування на 

інциденти в режимі реального часу є критично важливими для бізнесу, щоб вижити 

в умовах індустріалізованого, постійно зростаючого середовища загроз». (Shikha 

Dhingra. Inside the Biggest Cyber Attacks of 2025 // Techstrong Group Inc. 

(https://securityboulevard.com/2025/12/inside-the-biggest-cyber-attacks-of-2025/). 

27.12.2025). 

*** 
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Сполучені Штати Америки та Канада 

 

«…Двоє американських сенаторів, демократка Меггі Хассан і 

республіканка Джоні Ернст, надіслали листа національному директору з 

кібербезпеки Шону Кернкросу з вимогою надати відповіді про те, як уряд 

відстежує та реагує на використання хакерами платформ штучного інтелекту 

для кібератак. Цей двопартійний запит з'явився після того, як компанія Anthropic 

повідомила, що хакери, пов'язані з урядом Китаю, маніпулювали її платформою 

штучного інтелекту Claude, щоб здійснити те, що компанія назвала «першим 

задокументованим випадком великомасштабної кібератаки, здійсненої без 

істотного втручання людини», порушивши безпеку компаній та урядових установ 

по всьому світу… 

Сенатори, обидва члени ключових комітетів з національної безпеки, запитали 

Кернкросса про комунікацію його відомства з Anthropic, більш широку реакцію 

уряду, чи були зачеплені цілі США та які існують плани співпраці з компаніями, 

що займаються штучним інтелектом, щоб обмежити наступальне використання 

їхніх технологій. Хоча Конгрес висловлює дедалі більшу стурбованість щодо 

потенційної шкоди штучного інтелекту, зокрема загроз кібербезпеці, залишається 

незрозумілим, як це вписується в стратегію Білого дому щодо штучного інтелекту. 

План дій адміністрації Трампа в галузі штучного інтелекту підкреслює переваги 

штучного інтелекту над його ризиками і мало говорить про кібербезпеку, крім як 

про те, що агентствам слід допомагати критичній інфраструктурі відстежувати 

загрози безпеці, пов'язані зі штучним інтелектом». (Eric Geller. Lawmakers question 

White House on strategy for countering AI-fueled hacks // TechTarget, Inc. 

(https://www.cybersecuritydive.com/news/ai-anthropic-cyberattack-senate-letter-white-

house/807044/). 04.12.2025). 

*** 

 

«…За словами Едді Пула, виконуючого обов'язки першого заступника 

помічника секретаря Управління інформації та технологій, Міністерство у 

справах ветеранів (VA) кардинально змінює свою стратегію кібербезпеки, 

переходячи від традиційного підходу, заснованого на дотриманні вимог, до 

підходу, орієнтованого на «кібердомінування» та управління ризиками. Цей 

операційний фокус надає пріоритет захисту поверхонь атаки та усуненню векторів 

загроз за допомогою таких архітектур, як Zero Trust та мікросегментація… 

У процесі модернізації своєї інфраструктури VA «впроваджує» ці 

можливості, надаючи пріоритет високоцінним можливостям над суворим 

дотриманням моделей. Ключовим компонентом цих зусиль є раціоналізація 

широкого спектру інструментів кібербезпеки агентства з метою стандартизації 

обмеженого, конкретного набору корпоративних можливостей для зменшення 

загроз та поліпшення концентрації ресурсів… 

Окрім безпеки, VA застосовує той самий підхід до стандартизації для 

реорганізації бізнес-процесів у всіх службах підприємства. За допомогою 

раціоналізації та спрощення цих процесів, включаючи використання автоматизації 

та штучного інтелекту (ШІ) для прискорення обробки заяв, агентство прагне 
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усунути паперові процеси та залежність від застарілих технологій. Ця 

стандартизація має на меті забезпечити ветеранам передбачувані, повторювані 

послуги незалежно від їхнього місцезнаходження. Ці зусилля вже дали результати, 

оскільки VA опрацювало рекордну кількість понад 3 мільйони заяв про 

інвалідність та пенсії за один рік, перевищивши свій рекорд 2024 року на понад 500 

000. Пул підкреслив, що технологія служить необхідною, надійною 

інфраструктурою, яка лежить в основі всіх послуг, що надаються ветеранській 

спільноті». (Jason Miller. At VA, cyber dominance is in, cyber compliance is out // 

Hubbard Radio Washington DC, LLC. (https://federalnewsnetwork.com/ask-the-

cio/2025/12/at-va-cyber-dominance-is-in-cyber-compliance-is-out/). 05.12.2025). 
*** 

 

«Двопартійна група американських сенаторів на чолі з головою 

Комітету Сенату з питань охорони здоров'я, освіти, праці та пенсій Біллом 

Келсі відновлює Закон про кібербезпеку та стійкість у сфері охорони здоров'я, 

щоб вирішити проблему відсутності всеосяжного федерального законодавства 

в галузі кібербезпеки в сфері охорони здоров'я. Законопроект, співавторами 

якого є сенатори Уорнер, Хассан і Корнін, має на меті оновлення нормативних 

актів, уточнення ролі федеральних агентств та надання дозволу на надання грантів і 

проведення навчання, зокрема для постачальників послуг, що мають недостатні 

ресурси, у сільських районах. Законодавство має на меті поліпшити координацію 

між Міністерством охорони здоров'я та соціальних служб (HHS) та CISA, 

доручаючи HHS розробити план реагування на інциденти кібербезпеки та 

оновлювати норми HIPAA з метою включення сучасних практик безпеки. Воно 

також передбачає створення п'ятирічної програми грантів HHS для окремих 

організацій, таких як академічні системи охорони здоров'я та онкологічні центри 

(рівень фінансування не вказано). Повторюючи пропозиції, висунуті після 

інциденту з програмним забезпеченням-вимагачем Change Healthcare, спонсори 

стверджують, що законодавство необхідне для захисту даних пацієнтів та 

запобігання перебоям у наданні медичної допомоги, особливо в сільських районах 

з обмеженими ресурсами. даних пацієнтів та забезпечення безперервності надання 

медичної допомоги…» (Tim Starks. Bipartisan health care cybersecurity legislation 

returns to address a cornucopia of issue // CyberScoop 

(https://cyberscoop.com/bipartisan-health-care-cybersecurity-legislation-returns-to-

address-a-cornucopia-of-issues/). 05.12.2025). 

*** 

 

«Штат Нью-Джерсі створює резерв волонтерів з кібербезпеки, New Jersey 

Civilian Cyber Resilience Corps, щоб допомогти державним установам, 

операторам критичної інфраструктури та громадським організаціям 

підготуватися до кібератак і відновитися після них. Під наглядом New Jersey 

Cybersecurity and Communications Integration Cell (NJCCIC) ця неоплачувана 

програма буде набирати та перевіряти досвідчених фахівців з кібербезпеки та ІТ, 

яких можна буде залучати для реагування на інциденти, оцінки вразливості, 

зміцнення захисту, навчання та більш широкого підвищення стійкості…  
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Організації, що відповідають вимогам, можуть звернутися за безкоштовною 

підтримкою. Директор NJCCIC Майкл Герагті заявив, що ця ініціатива підкріплює 

підхід до кіберзахисту на рівні всього штату, приводячи Нью-Джерсі у 

відповідність до таких штатів, як Огайо, Вісконсин, Мічиган, Луїзіана, Меріленд і 

Техас, які мають подібні добровільні кіберкоманди, що іноді координують свою 

діяльність із Національною гвардією». (New Jersey Joins States Creating Volunteer 

Cybersecurity Corps // Wells Media Group, Inc. 

(https://www.insurancejournal.com/news/east/2025/12/08/850160.htm). 08.12.2025). 

*** 

 

«За даними бази даних Cyber Events Database, США стали епіцентром 

стрімко зростаючої глобальної кіберзагрози, на яку припадає 646 

зареєстрованих інцидентів — близько 44 % усіх задокументованих кібератак у 

світі — у період з 2024 по 2025 рік. Така концентрація атак підкреслює, що 

цифрово розвинені економіки стають дедалі привабливішими цілями для 

кіберзлочинців. Звіт Hosting.com про глобальні кібератаки за 2025 рік показує, що 

фінансова вигода є домінуючим мотивом, який стоїть за 1013 із 1468 

зареєстрованих атак, причому для монетизації доступу використовуються такі 

тактики, як фішинг, програми-вимагачі та крадіжка даних. Найбільш уразливим 

сектором є державне управління (308 атак), за ним йдуть охорона здоров'я та 

соціальна допомога (200) і фінанси та страхування (178), що відображає високу 

цінність конфіденційних даних, які вони зберігають, для вимагання або 

перепродажу… 

У глобальному масштабі витрати на кіберзлочинність вже оцінюються в 10,5 

трлн доларів і, за прогнозами, до 2029 року досягнуть 15,63 трлн доларів. Такий 

стрімкий ріст зумовлений швидким поширенням хмарних сервісів, Інтернету речей 

та штучного інтелекту, які розширюють площу атаки, навіть попри те, що вони 

покращують бізнес-процеси. Зараз зловмисники регулярно поєднують традиційні 

методи вторгнення з генеративним штучним інтелектом, використовуючи його для 

створення переконливих фішингових приманок, які дозволяють закріпитися, а 

потім розширити привілеї та переміщатися по мережі. З огляду на те, що 59% 

підприємств зазнали принаймні однієї успішної атаки протягом минулого року, у 

звітах наголошується, що організації повинні перейти на архітектуру нульової 

довіри, запровадити суворий контроль доступу та багатофакторну автентифікацію, 

проводити регулярні аудити безпеки та підтримувати надійні плани реагування на 

інциденти, якщо вони хочуть протистояти дедалі більш витонченим і фінансово 

мотивованим хвилям кібератак». (Tushar Subhra Dutta. US Accounts for 44% of 

Cyber Attacks; Financial Gain Targets Public Administration // Cyber Security News 

(https://cybersecuritynews.com/us-accounts-for-44-of-cyber-attacks/). 08.12.2025). 

*** 

 

«Компромісний Закон про національну оборону (NDAA) на 2026 

фінансовий рік, з рекордним бюджетом у 901 мільярд доларів, включає 

широкий набір нових заходів з кібербезпеки для Пентагону. Законопроект 

зобов'язує міністра оборони забезпечити, щоб мобільні телефони, видані 
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високопоставленим керівникам і персоналу, які виконують важливі завдання в 

галузі національної безпеки, відповідали визначеним вимогам безпеки, таким як 

надійне шифрування даних. Цей крок є наслідком ретельного розслідування 

«Signalgate» та інших випадків порушення безпеки комунікацій. Він також 

передбачає, що фахівці з поведінкової охорони здоров'я, які мають відповідні 

допуски, будуть призначені до Кіберкомандування США та Кібермісії, 

продовжуючи роботу з задоволення потреб кібероператорів у галузі психічного 

здоров'я… 

NDAA також вимагає від Міністерства оборони оновлювати обов'язкове 

навчання з кібербезпеки для всього військового та цивільного персоналу з метою 

усунення конкретних ризиків, пов'язаних зі штучним інтелектом. Він спрямований 

на захист єдиного керівництва Кіберкомандування США та АНБ шляхом заборони 

використання коштів міністерства для зменшення повноважень, відповідальності 

або організаційного контролю командира, що фактично створює перешкоди для 

розділення ролей. Щодо оборонних підрядників, законопроект зобов'язує Пентагон 

«уніфікувати» вимоги до кібербезпеки в усьому відомстві та зменшити кількість 

специфічних для контрактів кіберзастережень, що відображає прагнення спростити 

та стандартизувати дотримання вимог. Нарешті, у ньому викладено необов'язкову 

політичну позицію щодо комерційного шпигунського програмного забезпечення, в 

якій заявляється, що політика США полягає у протидії його зловживанню проти 

журналістів, правозахисників та інших осіб, координації дій з союзниками для 

запобігання експорту до ймовірних зловмисників та встановленні надійних 

захисних механізмів у партнерстві з приватним сектором. Палата представників 

може проголосувати за цей захід вже цього тижня…» (Tim Starks. Defense bill 

addresses secure phones, AI training, cyber troop mental health // CyberScoop 

(https://cyberscoop.com/2026-ndaa-cybersecurity-secure-phones-ai-training-cyber-

troop-mental-health/). 08.12.2025). 

*** 

 

«…Сектор біологічних наук стикається з швидкою конвергенцією 

технологічних інновацій та ескалацією регуляторних та правоохоронних 

ризиків, що стосуються кібербезпеки, конфіденційності даних та управління 

штучним інтелектом як на федеральному, так і на державному рівнях. 
Управління з контролю за продуктами та ліками США (FDA) посилило свою увагу 

до кібербезпеки, підвищивши її з рівня простих рекомендацій до рівня обов'язкових 

регуляторних вимог протягом усього життєвого циклу медичних виробів… Серед 

ключових подій – остаточна версія керівництва «Кібербезпека в медичних 

пристроях» від червня 2025 року, яке інтегрує кібербезпеку на етапі проектування з 

вимогами до системи якості та поданнями перед випуском на ринок відповідно до 

розділу 524B FDCA, очікуючи масштабовані докази, такі як письмові плани 

управління ризиками, моделювання загроз та специфікація програмного 

забезпечення. FDA також просуває паралельну нормативну базу для штучного 

інтелекту (ШІ) із суттєвими елементами кібербезпеки, про що свідчить проект 

керівних принципів щодо функцій програмного забезпечення пристроїв на базі ШІ 

та поточні дискусії щодо генеративних пристроїв на базі ШІ… 
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Одночасно посилюється державний нагляд за конфіденційністю та 

кібербезпекою, розширюючи захист за межі традиційної системи HIPAA на 

організації, що не підпадають під дію HIPAA, які обробляють конфіденційні дані 

про здоров'я споживачів, біометричні дані та омічні дані. Закони, такі як «My 

Health My Data Act» штату Вашингтон, та нові суворі законодавчі акти, такі як 

«Health Information Privacy Act» штату Нью-Йорк, встановлюють підвищені вимоги 

до безпеки, сегрегації даних та зобов'язань щодо їх знищення. Крім того, співпраця 

генеральних прокурорів декількох штатів, така як Consortium of Privacy Regulators, 

свідчить про посилення координації правозастосування в рамках складної мозаїки 

щонайменше 19 комплексних законів штатів про конфіденційність, прийняття яких 

очікується на початку 2026 року. 

Ці законодавчі зміни підкріплюються посиленням тенденцій до 

правозастосування та судових розглядів. Міністерство юстиції нещодавно 

домоглося укладення угоди на суму 9,8 млн доларів США відповідно до Закону про 

неправдиві заяви проти біотехнологічної компанії за неправдиве представлення 

функцій кібербезпеки її програмного забезпечення, а генеральні прокурори штатів 

домоглися укладення значних угод (наприклад, угоди на суму 4,5 млн доларів 

США в Нью-Йорку за порушення HIPAA). Приватні колективні позови посилюють 

ризик, про що свідчить приклад угоди на суму 50 мільйонів доларів, укладеної 

після порушення безпеки даних у компанії, що займається генетичними тестами, 

що також спонукало до прийняття федерального закону «Не продавайте мою 

ДНК», який забороняє розглядати генетичну інформацію як об'єкт, що підлягає 

продажу в разі банкрутства. З огляду на те, що фармацевтика та охорона здоров'я 

вже визнані одними з найдорожчих секторів з точки зору порушення безпеки 

даних, організації, що займаються науками про життя, повинні інтегрувати безпеку 

та конфіденційність у кожен продукт та операційний цикл, щоб зменшити ризики 

та зберегти довіру громадськості…» (Ryan P. Blaney and Mauricio F. Paez. 

Balancing Possibilities with Realities—Cyber and Privacy Legal Trends in Life 

Sciences // Jones Day (https://www.jonesday.com/en/insights/2025/12/balancing-

possibilities-with-realitiescyber-and-privacy-legal-trends-in-life-sciences). 04.12.2025). 

*** 

 

«Остаточний варіант Закону про національну оборону США на 2026 

фінансовий рік, який вже схвалений Палатою представників (10 грудня 

2025р.) і незабаром буде прийнятий Сенатом, містить найширший набір 

положень, пов'язаних з кібербезпекою, які коли-небудь включалися в 

законопроект про оборонну політику. У більш ніж десятку розділів 

законодавство розширює повноваження, фінансування та управління Міністерства 

оборони, а також накладає нові зобов'язання на Державний департамент, 

Міністерство енергетики та Берегову охорону США. 

На стратегічному рівні закон закріплює оперативну автономію 

Кіберкомандування США та зберігає його подвійну підпорядкованість 

Національному агентству безпеки, забороняючи будь-яке скорочення існуючих 

повноважень командувача. Він виділяє приблизно 73 мільйони доларів на операції 

Кібермісії та ще 314 мільйонів доларів на підтримку штабу, а також покладає на 
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Командування повну відповідальність за планування, програмування, 

бюджетування та виконання завдань власних сил. Нова структура включить 

показники «технічного боргу» до бюджетного циклу Міністерства оборони на 2027 

фінансовий рік, а робоча група з онтологічного управління в масштабах всього 

відомства повинна розробити спільну мову даних до 2028 року… 

З метою зміцнення оборонної галузі в цілому, закон вимагає гармонізації 

положень про кібербезпеку в оборонно-промисловій базі, обмеження дублюючих 

вимог до контрактів та підпорядкування будь-яких нових правил центральному 

затвердженню та щорічній звітності CIO. Він забороняє Міністерству оборони 

скасовувати сертифіковані NSA програми «червоної команди» та кібер-оцінки без 

детального попереднього обґрунтування, а також вимагає, щоб мобільні телефони, 

видані високопосадовцям, відповідали суворим стандартам шифрування, 

приховування ідентифікаторів та постійного моніторингу. Обов'язкове щорічне 

кібернавчання тепер має охоплювати загрози, пов'язані з штучним інтелектом, і 

протягом 180 днів Міністерство оборони повинно видати політику безпеки 

життєвого циклу для всіх своїх систем штучного інтелекту та машинного навчання, 

а потім — систему закупівель на основі ризиків, яка може бути включена до 

DFARS. 

Ще одним напрямком є вразливість ланцюгів постачання. До 2027 року 

Міністерство оборони США має скласти каталог усіх об’єктів критичної 

інфраструктури, які залежать від матеріалів, що походять від «зарубіжних 

суб’єктів, що викликають занепокоєння» (Китай, Росія, Іран, Північна Корея або 

інші країни, визначені міністром), та оцінити пов’язані з цим ризики. Окреме 

положення передбачає проведення загальнонаціональних навчань для перевірки 

того, як військові об’єкти та навколишні цивільні об’єкти комунального 

господарства витримають суворі погодні умови або кібератаки на територію 

країни… 

Увага приділяється також кібер-персоналу: Cyber Excepted Service тепер 

може охоплювати посади в Кіберкомандуванні США та до 500 додаткових 

висококваліфікованих посад із зарплатою до 150 відсотків від Executive Schedule I. 

Міністерство оборони також має вивчити, як найкраще інтегрувати персонал 

резервного компонента в Cyber Mission Force, та започаткувати ініціативу з 

професійної стійкості, яка передбачає розміщення перевірених фахівців з 

поведінкової охорони здоров'я на місцях кібер-служби. 

На міжнародному рівні законопроект поновлює та розширює пілотну 

програму з поглиблення кіберспівпраці з військовими силами Південно-Східної 

Азії, розширює спільні дослідження та розробки в галузі штучного інтелекту, 

квантової фізики та робототехніки з Ізраїлем та іншими партнерами, а також 

вимагає більш детальної щорічної звітності про можливості Росії в галузі 

кібервійни. Він заохочує розбудову потенціалу на Західних Балканах і закликає 

державу модернізувати консульські та дипломатичні ІТ-системи, створивши Бюро 

дипломатичних технологій та посаду головного інформаційного директора з 

дипломатичних технологій. Держава також повинна розробити керівні принципи 

щодо розміщення високоризикових закордонних систем у комерційних хмарних 
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анклавах та запустити пілотний проект «Post Data» для поширення аналітики на 

основі штучного інтелекту в посольствах… 

Хоча компромісний текст відмовляється від поновлення Закону про обмін 

інформацією з питань кібербезпеки та Державної та місцевої програми грантів з 

кібербезпеки, десятки нових повноважень, що містяться в ньому, в сукупності 

модернізують кіберпозицію США, посилюють оборонно-промислові зобов'язання, 

захищають ланцюги постачання нових технологій та поширюють американський 

кіберпотенціал на союзників і партнерів. Компанії в оборонній екосистемі — та 

агентства на федеральному рівні — тепер стикаються з прискореними термінами 

стандартизації контролю, повідомлення про інциденти, забезпечення безпеки 

систем штучного інтелекту та приведення у відповідність до ініціативи Пентагону 

щодо інтегрованих даних та стійкої інфраструктури…» (Natasha G. Kohne, Evan D. 

Wolff, Rita S. Heimes,  Maida Oringher Lerner, Edward Block and Taylor Daly. Cyber 

Protections Set to Advance in Must-Pass Defense Legislation // Akin Gump Strauss 

Hauer & Feld LLP (https://www.akingump.com/en/insights/alerts/cyber-protections-

set-to-advance-in-must-pass-defense-legislation). 12.12.2025). 

*** 

 

«Меріленд є першим штатом США, який опублікував весь масив 

адміністративних нормативних актів на криптографічно захищеній платформі 

з повним контролем версій, що забезпечує довгострокову цілісність та 

публічну доступність цифрового законодавства. Новий веб-сайт 

regs.maryland.gov базується на технології The Archive Framework (TAF), створеній у 

Центрі кібербезпеки Нью-Йоркського університету Тандона професором 

Джастіном Каппосом у партнерстві з некомерційною організацією Open Law 

Library та юридичним факультетом Університету Вісконсіна. TAF розширює 

попередню версію Update Framework Каппоса, яка вже використовується Microsoft, 

Google та Amazon для безпечного оновлення програмного забезпечення, 

поєднуючи надійні криптографічні підписи з контролем версій у стилі Git. Кожна 

зміна до Кодексу правил штату Меріленд (COMAR) тепер має часовий штамп, 

відстежується та захищена від підробки, створюючи єдине авторитетне «джерело 

істини», яке відповідає вимогам Закону про уніфіковані електронні юридичні 

матеріали щодо автентичності, збереження та постійного доступу… 

В результаті реконструкції важкі для навігації статичні HTML-сторінки були 

замінені на XML, що читається машиною, HTML, що читається людиною, та PDF-

файли, придатні для друку; повний корпус також розміщений на GitHub і 

доступний через API, що створює основу для генеративних AI-додатків. Під час 

впровадження було виправлено понад 400 старих помилок форматування, деякі з 

яких датувалися 1970-ми роками, а автоматизація зменшила навантаження та 

витрати штату. Чиновники штату Меріленд заявляють, що система підтримує 

прагнення губернатора Мура до раціоналізації уряду, підвищення прозорості та 

зменшення ручних процесів. Дослідники розглядають її як модель для інших 

юрисдикцій: забезпечуючи громадянам, юристам та науковцям можливість точно 

перевірити, що саме було зазначено в нормативно-правовому акті на певну дату, ця 

система відновлює «фізичну постійність», яку колись забезпечували друковані 
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збірники законів, але в цифровій безпечній формі, що відповідає вимогам 

майбутнього. Команда, що фінансується Національним науковим фондом (NSF), 

зараз шукає додаткових партнерів на рівні штату, місцевому та інституційному 

рівнях, щоб повторити цей підхід по всій країні…» (Maryland Becomes First State to 

Use NYU Tandon-Developed Technology to Secure Regulations From Cyberattacks // 

Newswise, Inc (https://www.newswise.com/articles/maryland-becomes-first-state-to-

use-nyu-tandon-developed-technology-to-secure-regulations-from-cyberattacks). 

08.12.2025). 

*** 

 

«Незважаючи на десятиліття зусиль, Сполучені Штати як і раніше 

залишаються вкрай вразливими до злочинних програм-вимагачів та 

підтримуваних державою атак на енергомережі, водопровідні системи, 

транспорт та іншу критичну інфраструктуру. Дієва національна стратегія 

кібербезпеки повинна зосередитися на десяти взаємопов'язаних кроках… 

По-перше, Вашингтон повинен визначити та зміцнити «ключові системи» — 

ті, порушення роботи яких може поставити під загрозу національну безпеку, 

економіку або громадську безпеку. Це зміцнення починається на рівні коду: 

відмова від застарілих мов програмування, схильних до помилок безпеки пам'яті 

(які спричиняють приблизно 70 % відомих вразливостей програмного 

забезпечення), та перехід ключових активів на мови з безпечною пам'яттю, такі як 

Rust. Ще більшу впевненість дають «формальні методи» — математичні техніки, 

які вже використовуються DARPA, AWS і Microsoft для перевірки правильності 

програмного забезпечення; після їх застосування до комп'ютера управління 

польотом військового вертольота він став невразливим для хакерів у подальших 

тестах «червоної команди»… 

Архітектура також має значення. Всі оператори критичної інфраструктури 

повинні впровадити системи нульової довіри, які перевіряють кожний запит, і вони 

повинні забезпечити стійкість даних, наприклад, шляхом резервного копіювання 

важливих наборів даних у хмару, як це зробила Україна напередодні вторгнення 

Росії. Постійне, проактивне «полювання на загрози» повинно бути обов'язковим у 

всіх ключових мережах, фінансуватися за рахунок податкових пільг або 

спеціальних федеральних бюджетів і доповнюватися діяльністю таких агентств, як 

берегова охорона в портових спорудах… 

Оскільки 85 % критичної інфраструктури США перебуває у приватній 

власності, необхідна тісна координація між урядом і промисловістю. Національний 

директор з кібербезпеки повинен виступати в ролі «головного тренера», 

координуючи спільні заходи захисту, а Конгрес повинен керувати «регіональними 

районами стійкості» навколо стратегічних центрів (Чарльстон, Х'юстон тощо) для 

управління міжгалузевими ризиками та відновленням. 

Політики також повинні включити протидію зловмисникам у свої регулярні 

кіберкампанії: спільно з технологічними компаніями вони можуть заборонити 

зловмисникам доступ до платформ, конфіскувати активи та, за необхідності, 

вживати більш активних заходів для переривання ворожих операцій. Нарешті, уряд 

повинен задіяти свій широкий інноваційний потенціал — промисловість, 
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національні лабораторії, наукові кола — для застосування нових технологій, таких 

як штучний інтелект, як у оборонних, так і в наступальних операціях… 

У сукупності ці десять кроків — визначення пріоритетності ключових 

систем, забезпечення безпеки коду, застосування формальних методів, 

впровадження принципу нульової довіри та стійкості даних, інституціоналізація 

пошуку загроз, посилення координації між державним і приватним секторами, 

створення регіональних районів стійкості, застосування тактики активного 

порушення та використання нових технологій — пропонують план перетворення 

неоднорідної кіберзахисної позиції Америки на надійний, готовий до майбутнього 

щит». (Franklin D. Kramer, Robert J. Butler and Melanie J. Teplinsky. The 10 key 

reforms that can close America’s cybersecurity gaps // CyberScoop 

(https://cyberscoop.com/effective-us-cybersecurity-strategy-key-steps-op-ed/). 

10.12.2025). 

*** 

 

«Сенатори США Гері Пітерс (Демократична партія, штат Мічиган) і 

Джон Корнін (Республіканська партія, штат Техас) знову подали на розгляд 

законопроект «Про кібербезпеку супутників» — двопартійний законопроект, 

спрямований на зміцнення цифрової оборони американської комерційної 

супутникової галузі. Законопроект доручає Міністерству торгівлі розробити 

добровільні рекомендації з кібербезпеки для власників і операторів супутників, а 

також доручає Національному директору з кібербезпеки, Національній раді з 

питань космосу, голові Федеральної комісії з комунікацій та іншим агентствам 

розробити більш широку федеральну стратегію захисту космічних систем. Він 

також доручає Урядовому рахунковому управлінню провести аудит існуючої 

федеральної підтримки цього сектора… 

Цей захід — третя спроба Пітерса після того, як два попередні законопроекти 

пройшли Комітет з питань національної безпеки, але так і не були винесені на 

голосування — з'явився на тлі зростаючої занепокоєності інцидентами, такими як 

злом російськими хакерами в 2022 році мережі KA-SAT компанії Viasat, що вивело 

з ладу десятки тисяч європейських модемів і поставило під загрозу Україну. Хоча 

Комісія з кіберпростору Solarium 2.0 закликала визнати космічні активи 17-м 

сектором критичної інфраструктури країни, законопроект явно уникає надання 

такого статусу. Пітерс, який піде у відставку з Сенату в 2027 році, заявив, що цей 

закон надасть операторам супутників необхідні інструменти для захисту від 

«іноземних супротивників і кіберзлочинців», які прагнуть порушити життєво 

важливі комунікації». (Martin Matishak. Senators return to effort to boost 

cybersecurity for commercial satellite industry // Recorded Future News 

(https://therecord.media/commercial-satellite-industry-cybersecurity-cornyn-peters-

bill-returns). 10.12.2025). 

*** 

 

«…Після аудиту ефективності за 2023 рік, який виявив, що управління 

інформаційними технологіями (ІТ) муніципалітету Галіфакс не має належного 

нагляду та адекватної політики для управління ризиками кібербезпеки, 
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нещодавній повторний аудит виявив значний прогрес. Первинний аудит, який 

охоплював період з січня 2021 року по грудень 2022 року, видав 16 рекомендацій 

щодо поліпшення… За останні два роки муніципалітет реалізував 13 з цих 

рекомендацій, включаючи найм додаткових ресурсів, розробку реєстру ризиків 

кібербезпеки, документування процедур управління виправленнями та моніторинг 

фізичного доступу до центрів обробки даних. Однак три критично важливі 

рекомендації залишаються нереалізованими: розробка комплексних політик для 

усунення ключових ризиків кібербезпеки, впровадження своєчасного процесу 

отримання та розгляду документів з безпеки від постачальників, а також розробка 

процесу для забезпечення належного ідентифікування, інвентаризації та управління 

всіма активами». (Sean Mott. Halifax IT system implements many cybersecurity 

recommendations, but gaps remain: report // BellMedia 

(https://www.ctvnews.ca/atlantic/nova-scotia/article/halifax-it-system-implements-

many-cybersecurity-recommendations-but-gaps-remain-report/). 10.12.2025). 

*** 

 

«…Прийнятий у 2015 році Закон про обмін інформацією з питань 

кібербезпеки (CISA) став поворотним моментом у кіберполітиці США, 

оскільки перетворив обмін інформацією з юридичної та фінансової 

відповідальності на захищену практику, що додає цінності. До прийняття CISA 

компанії вагалися повідомляти про ознаки компрометації: це вимагало часу від 

персоналу і наражало їх на ризик дифамації, антимонопольних або інших судових 

позовів, якщо дані виявлялися недостовірними або шкодили конкурентам. CISA 

усунула обидві ці проблеми: вона запропонувала взаємний обмін інформацією про 

загрози на федеральному рівні (що зробило ці зусилля інвестицією) і надала 

імунітет від відповідальності за добросовісні повідомлення. В результаті компанії 

стали набагато більш охоче надсилати технічні показники до DHS і обмінюватися 

ними з колегами… 

Якщо Конгрес дозволить CISA втратити чинність без заміни з ретроактивною 

дією, кількість повідомлень, ймовірно, зменшиться, що позбавить федеральний 

уряд необхідної сукупної інформації для попередження галузі та зробить обидві 

сторони менш обізнаними щодо нових загроз. Тому впевненість у тому, що 

поновлення відбудеться швидко та з ретроактивною дією, є надзвичайно важливою 

для підтримання добровільного розкриття інформації під час будь-якої перерви. 

Окрім простого продовження терміну дії закону, Конгрес міг би посилити 

програму, додавши позитивні стимули: публічне визнання або нагороди для 

компаній, чиї пропозиції суттєво допомагають широкій спільноті. Таке визнання 

підвищило б репутацію корпорацій і заохотило б до ширшої участі. 

Навіть фрагментарні звіти є цінними, оскільки інформація про кіберзагрози 

нагадує пазл: жодна організація не володіє достатньою кількістю частин, щоб 

побачити повну картину. Коли центральний «майстер головоломок» (наприклад, 

CISA) збирає багато часткових індикаторів від різних компаній, він може 

співвіднести їх, виявити нові кампанії або вразливості та своєчасно надіслати 

практичні попередження всій екосистемі. Таким чином, неповні дані — у поєднанні 

— стають критично важливими для захисту від складних розподілених атак». 
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(Andrew Grosso. Defending the Cybersecurity Information Sharing Act // Cyber 

Defense Media Group (https://www.cyberdefensemagazine.com/defending-the-

cybersecurity-information-sharing-act/). 15.12.2025). 

*** 

 

«У звіті Інституту національної безпеки Вандербільта «Домінування в 

цифровому просторі: стратегія всього суспільства щодо захисту Сполучених 

Штатів від кібератак» стверджується, що Сполучені Штати повинні прийняти 

комплексну стратегію «цифрового домінування», оскільки супротивники 

використовують кіберпростір для ударів по критичній інфраструктурі та 

підриву національної могутності нижче порогу збройного конфлікту. У 

дослідженні, авторами якого є відставний генерал-лейтенант Чарльз Л. «Туна» 

Мур-молодший, колишній заступник командувача Кіберкомандування США, та 

Бретт Голдштейн, колишній керівник Служби цифрової оборони, йдеться про те, 

що традиційні засоби стримування не спрацювали, а кібербезпека тепер є 

невід'ємною складовою економічної сили, військової готовності та геополітичного 

впливу… Вони рекомендують: 1) аналітичну перевагу та повну інтеграцію 

штучного інтелекту в кіберзахист і кібератаки; 2) пріоритетний захист та 

інтегровану стійкість для найважливіших секторів інфраструктури; 3) розгляд 

іноземного кіберпозиціонування всередині мереж США як загрози національній 

безпеці; 4) постійні «кіберкампанії» та безперервні операції; та 5) поглиблення 

оперативного партнерства між урядом, промисловістю та громадянським 

суспільством».  (New Analysis Finds U.S. Unprepared for Persistent Cyber Conflict // 

Endeavor Business Media  

(https://www.securityinfowatch.com/cybersecurity/news/55340273/new-analysis-finds-

us-unprepared-for-persistent-cyber-conflict). 23.12.2025). 
*** 

 

«Незважаючи на нещодавні занепокоєння Комісії з кіберпростору (CSC 

2.0) щодо уповільнення прогресу США в кіберсфері через бюрократичні та 

бюджетні затримки, технічна та стратегічна модернізація федеральної 

кібербезпеки насправді прискорюється. 2025 рік стане поворотним моментом у 

переході від політики до практики, а кілька важливих ініціатив визначать цей 

прогрес… 

Найбільш трансформаційним є остаточне затвердження правила CMMC 2.0, 

яке набуло чинності в листопаді і яке зобов'язує понад 80 000 постачальників 

оборонної промислової бази до 2026 року запровадити суворі заходи контролю 

кібербезпеки. Це перетворює кібербезпеку з «формальної процедури» на 

законодавчу вимогу, створюючи перевірену, безпечну екосистему. Одночасно 

Міністерство оборони (DoD) запровадило Концепцію управління ризиками 

кібербезпеки (CRMC), яка безпосередньо замінює застарілу RMF і використовує 

модель безперервної операційної діяльності (cATO) для моніторингу та реагування 

на ризики майже в режимі реального часу. Цей перехід до динамічного, 

заснованого на даних забезпечення безпеки здійснюється завдяки ініціативі 
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Software Fast Track (SWFT), яка інтегрує автоматизацію DevSecOps у процес 

придбання… 

Крім того, Національний інститут стандартів і технологій (NIST) впроваджує 

Рамку управління ризиками штучного інтелекту на 2026 рік, що забезпечує 

необхідну ясність для безпечного та відповідального впровадження штучного 

інтелекту. Хоча прогрес у цивільній політиці може здаватися повільним, прогрес у 

кодовій базі, реформі придбання та протоколах аудиту, включаючи впровадження 

CMMC та прийняття cATO, демонструє, що технічна основа кіберзахисту США 

швидко розвивається, перетворюючи постійний моніторинг та безпечні ланцюги 

постачання з прагнень на основні очікування. Однак без відповідної цивільної 

політики, що стимулює безпечну поставку програмного забезпечення, прогрес, 

досягнутий на технічному рівні, ризикує бути підірваним». (Antoine Harden. US 

cyber progress isn’t stalled — it’s evolving // Hubbard Radio Washington DC, LLC 

(https://federalnewsnetwork.com/commentary/2025/12/us-cyber-progress-isnt-stalled-

its-evolving-2/). 22.12.2025).  

*** 

 

«Новий Закон про національну оборону (NDAA) 2026 року, який виділяє 

понад 900 мільярдів доларів на фінансування Пентагону, вносить значні зміни 

в сферу кібербезпеки та телекомунікацій, особливо для високопосадовців 

уряду США та персоналу, який виконує важливі функції з національної 

безпеки. Протягом 90 днів відповідний персонал повинен бути забезпечений 

мобільними телефонами з посиленим захистом кібербезпеки, включаючи 

шифрування, постійний моніторинг та постійне затуманення ідентифікаторів… 

NDAA також вимагає створення «ризик-орієнтованої структури», що 

детально описує стандарти кібербезпеки та фізичної безпеки для технологій 

машинного навчання та штучного інтелекту, що закуповуються Міністерством 

оборони, а також рекомендації з безпеки для захисту систем штучного інтелекту 

від саботажу та крадіжки технологій з боку ворогів, що фінансуються державою. Ці 

вимоги доповнюють створення комплексної політики кібербезпеки та управління 

для всіх систем штучного інтелекту/машинного навчання в Пентагоні… 

NDAA також вимагає створення «ризик-орієнтованої структури», що 

детально описує стандарти кібербезпеки та фізичної безпеки для технологій 

машинного навчання та штучного інтелекту, що закуповуються Міністерством 

оборони, а також рекомендації з безпеки для захисту систем штучного інтелекту 

від саботажу та крадіжки технологій з боку ворогів, що фінансуються державою. Ці 

вимоги доповнюють створення комплексної політики кібербезпеки та управління 

для всіх систем штучного інтелекту/машинного навчання в Пентагоні». (Ellen 

Jennings-Trace. Trump’s new $900 billion Pentagon funding plan includes ‘enhanced 

cybersecurity protections’ for Cyber Command - here’s what we know // Future US, 

Inc. (https://www.techradar.com/pro/security/trumps-new-usd900-billion-pentagon-

funding-plan-includes-enhanced-cybersecurity-protections-for-cyber-command-heres-

what-we-know). 20.12.2025). 

*** 
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«Американські ЗМІ повідомляють, що адміністрація Трампа готує 

стислу, п'ятисторінкову Національну стратегію кібербезпеки, яка буде 

опублікована в січні 2026 року, а потім буде видано виконавчий наказ, який 

доручить окремим департаментам її реалізацію. На відміну від попередніх 

планів, що налічували понад 30 сторінок, цей документ, як повідомляється, 

визначає шість основних напрямків і залишає оперативні деталі на розсуд агентств 

та Управління з питань управління та бюджету… 

Кіберзапобігання та кібератака: формування кіберпотужності як інструменту 

державного управління для відлякування або попередження супротивників і, за 

необхідності, нанесення удару у відповідь. 

Узгодження нормативно-правових актів: впорядкування нинішнього 

лабіринту федеральних кіберправил та аудитів, що є відгуком на скарги галузі 

щодо дублювання; моделлю є CMMC Міністерства оборони США, яка 

безпосередньо пов'язує вимоги безпеки з правом на укладення контрактів. 

Модернізація та закупівля федеральних мереж: використання купівельної 

спроможності для зміцнення урядових систем та поширення вимог безпеки на 

ланцюги постачальників… 

Розвиток трудових ресурсів: розширення, навчання та утримання 

кіберталантів у державному та приватному секторах. 

Захист критичної інфраструктури: підвищення стійкості енергетики, охорони 

здоров'я, транспорту та інших важливих служб. 

Нові технології — штучний інтелект, сучасна криптографія, квантова фізика 

тощо — та їх вплив на безпеку… 

Згідно з витоками інформації, стратегія буде спрямована на більш активні 

наступальні операції і, можливо, навіть передбачатиме обмежену участь 

приватного сектора, що може спричинити юридичні проблеми та ескалацію 

конфлікту. Вона також передбачає «гармонізацію» федеральних нормативних актів, 

хоча незрозуміло, чи це означає підвищення базових вимог, скорочення 

бюрократичних процедур, чи і те, і інше… 

Коментатори зазначають, що будь-яка надійна кіберстратегія США також 

повинна визначати чіткі межі відповідальності, встановлювати показники, що 

вимірюють стійкість, а не активність, вирішувати питання відповідальності 

ланцюгів постачання, розглядати кібербезпеку як основну економічну безпеку та 

забезпечувати безперервність у різних адміністраціях. Чи заповнить майбутня 

структура ці прогалини, поки що невідомо, але стратегічна логіка є чіткою: 

стримування, узгоджене регулювання, модернізовані федеральні системи, 

кваліфікована робоча сила, захищена інфраструктура та безпечне впровадження 

нових технологій. 

Оскільки кіберзагрози не узгоджуються з політичним календарем, аналітики 

стверджують, що цінність плану буде залежати від його стійкості та двопартійної 

підтримки; сподіваються, що його принципова модель, яка реалізується 

державними органами, може слугувати стабільною основою для майбутніх 

адміністрацій…» (Emil Sayegh. The Trump Administration Preparing New 

Cybersecurity Strategy For 2026 // Forbes Media LLC 
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(https://www.forbes.com/sites/emilsayegh/2025/12/21/trump-administration-prepares-

new-cybersecurity-strategy-for-2026/). 21.12.2025). 

*** 

 

«…Незважаючи на постійні новини про програми-вимагачі, фішинг та 

інші кіберзагрози, багато малих і середніх підприємств (МСП) у Сполучених 

Штатах продовжують недооцінювати кібербезпеку, часто через розрив у 

комунікації між ІТ-адміністраторами та вищим керівництвом, яке не 

розглядає її як стратегічну інвестицію. Дослідження Guardz підкреслює цю 

небезпечну тенденцію, виявляючи, що значна кількість МСП недофінансовує свою 

ІТ-інфраструктуру, залишаючи системи застарілими та без оновлень… 

Дослідження показало, що понад 50% малих і середніх підприємств доручають 

виконання критично важливих завдань з кібербезпеки недостатньо 

кваліфікованому загальному ІТ-персоналу, а майже 69% не мають офіційного 

плану реагування на інциденти або кіберстрахування, що робить їх вразливими з 

фінансової та операційної точки зору. Позитивним моментом є те, що ефективне 

впровадження стратегій резервного копіювання даних ІТ-командами дозволило 

багатьом малим і середнім підприємствам відносно швидко відновлюватися після 

інцидентів. Однак у звіті підкреслюється нагальна потреба малих і середніх 

підприємств у пріоритетному ставленні до кібербезпеки шляхом збільшення 

інвестицій, залучення спеціалізованих експертів та комплексного планування для 

забезпечення довгострокової безперебійності бізнесу…» (Naveen Goud. Study 

Reveals Businesses Continue to Underinvest in Cybersecurity and Neglect 

Vulnerability Assessments // Cybersecurity Insiders (https://www.cybersecurity-

insiders.com/study-reveals-businesses-continue-to-underinvest-in-cybersecurity-and-

neglect-vulnerability-assessments/). 25.12.2025). 

*** 

 

«Публічна бібліотека Дешутс (США) повністю відновила роботу після 

кібератаки, в результаті якої був пошкоджений сервер, що містив дані про 

зв'язки з громадськістю. Система, яка обслуговує майже 96 000 відвідувачів у 

п'яти філіях, залучила зовнішніх фахівців для посилення захисту; жодних 

додаткових подробиць не повідомляється. Генеральний директор Торгової палати 

Бенда Сара Одендаль заявила, що цей інцидент показує, що кожна місцева 

організація повинна серйозно ставитися до кібербезпеки, оскільки зупинка роботи 

підриває довіру клієнтів… 

Згідно з даними округу, державні установи в окрузі Дешутс за останні два 

роки зазнали щонайменше чотирьох інших кібератак, про які було повідомлено: 

• 24 грудня 2024 року — шахрайство з QR-кодом в електронній пошті 

фінансового відділу надало зловмисникам доступ до близько 90 повідомлень, 

пов'язаних з виплатою заробітної плати (номери соціального страхування не були 

розкриті). 

• 17 січня 2025 року — фішинг в офісі окружного прокурора призвів до 

несанкціонованого використання електронної поштової скриньки; були розкриті 

особисті дані 149 осіб, а жертви отримали річний моніторинг кредитної історії… 
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• 31 жовтня 2025 року — стався злом системи надійного бізнес-партнера, що 

вплинуло на 200 співробітників п'яти відділів округу; атаку вдалося локалізувати, а 

65 осіб отримали захист кредитів. 

• 25 листопада 2025 року — фішингове електронне повідомлення іншого 

партнера надійшло співробітникам County Fair & Expo Center; було зламано шість 

облікових записів, але особисті дані не витекли… 

Директорка ІТ-відділу округу Таня Махуд зазначила, що спеціальний 

менеджер з безпеки та постачальник послуг цілодобового моніторингу 

допомагають швидко виявляти та локалізувати порушення. Бібліотеки 

залишаються головними цілями для фішингових атак та атак з витоком даних, що 

підкреслює складність завдання захисту конфіденційної інформації при збереженні 

публічного доступу». (Suzanne Roig. Deschutes libraries back to normal following 

cyberattack // The Bulletin (https://bendbulletin.com/2025/12/24/deschutes-libraries-

back-to-normal-following-cyberattack/). 24.12.2025). 

*** 

 

«Кібератаки на аеропорти США різко посилилися, перетворивши 

цифрову інфраструктуру на головну точку відмови для авіаперевезень. У 

серпні 2024 року атака програм-вимагачів на міжнародний аеропорт Сіетл-

Такома паралізувала роботу систем продажу квитків, Wi-Fi та екранів з 

інформацією про рейси, що призвело до затримок або скасування тисяч рейсів 

і продемонструвало, наскільки глибоко операції залежать від 

взаємопов'язаних систем. Протягом 2025 року ця тенденція посилилася: 

Федеральне управління цивільної авіації (FAA) зафіксувало подвоєння кількості 

спроб атак, а інциденти варіювалися від збоїв у реєстрації до жовтневого злому 

мережі гучного зв'язку міжнародного аеропорту Гаррісбурга, де прохамасівські 

повідомлення викликали паніку. Дані Verizon показують, що переважають тактики 

третіх сторін і програм-вимагачів, причому злочинці використовують застаріле 

програмне забезпечення та слабкі кібербюджети, особливо в регіональних 

аеропортах… 

Великі транспортні вузли, такі як LAX, O'Hare та JFK, мають сучасні системи 

захисту, але менші об'єкти залишаються вразливими. Групи хакерів, що 

використовують програми-вимагачі, все частіше вимагають виплати викупу за 

відновлення послуг, тоді як ФБР та CISA закликають аеропорти посилювати захист 

мереж, видаючи посібники з найкращих практик, проводячи аудити та закликаючи 

до впровадження систем виявлення аномалій на основі штучного інтелекту. 

Експерти попереджають, що багато аеропортів все ще відстають у питаннях 

встановлення виправлень, сегментації та цілодобового моніторингу, що залишає 

ризик на високому рівні до 2026 року. 

Пасажири можуть допомогти, уникаючи використання публічних мереж Wi-

Fi для конфіденційних транзакцій, увімкнувши двофакторну автентифікацію та 

стежачи за фінансовими рахунками на предмет шахрайства. Зрештою, авіаційна 

галузь повинна ставитися до кібербезпеки так само, як до безпеки: постійно 

інвестувати, оновлювати застарілі системи, захищати канали зв'язку та 

відпрацьовувати плани реагування на кризові ситуації. Без таких заходів програми-
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вимагачі, порушення безпеки даних та хакерські атаки, що порушують роботу 

систем, будуть і надалі затримувати мандрівників та підривати довіру до 

повітряного транспорту США». (US Airports Under Siege: Cyberattacks Target 

Travelers, Stranding Thousands – What’s Next for 2026? // Travel And Tour World 

(https://www.travelandtourworld.com/news/article/us-airports-under-siege-

cyberattacks-target-travelers-stranding-thousands-whats-next-for-2026/). 23.12.2025). 

*** 

 

«…Наприкінці липня глава CISA Мадху Готтумуккала добровільно 

пройшов тест на поліграфі в рамках своїх зусиль отримати доступ до однієї з 

найбільш секретних розвідувальних програм уряду США — доступ, який його 

підлеглі неодноразово відмовляли йому. Він не пройшов тест на детекторі 

брехні. Пізніше Міністерство внутрішньої безпеки оголосило поліграф 

«неавторизованим» і відсторонило від роботи шістьох чиновників CISA, 

включаючи директора з безпеки та заступника керівника апарату, поки 

розслідується, чи не ввели вони Готтумуккалу в оману, натякнувши, що поліграф є 

обов'язковим… За даними кадрової документації, директор особисто підписав 

документи, що передбачають обов'язкову перевірку для отримання таких дозволів. 

Скандал спалахнув у той час, коли CISA, яка вже стикається з скороченням 

бюджету та штату під час адміністрації Трампа, намагається впоратися з 

наслідками того, що її найвищий посадовець не пройшов перевірку на безпеку, а 

також з раптовим відстороненням кількох високопоставлених співробітників 

служби безпеки». (Taras Safronov. Head of the US Cyber Security Agency Fails 

Polygraph Test and Fires Subordinates // Militarnyi  

(https://militarnyi.com/en/news/head-of-the-us-cyber-security-agency-fails-polygraph-

test-and-fires-subordinates/). 23.12.2025). 

*** 

 

Країни ЄС та Великобританія 

 

«…Швеція приступила до впровадження Директиви ЄС NIS2 через 

законопроект 2025/26:28, пропонуючи новий міжгалузевий Закон про 

кібербезпеку, який замінить Закон NIS 2018 року. Закон, який має бути 

винесений на голосування в парламенті 10 грудня 2025 року і набрати чинності 15 

січня 2026 року в разі прийняття, консолідує вимоги до безпеки, повідомлення про 

інциденти та нагляду для державних і приватних операторів, а також включає 

відповідні поправки до законів про електронні комунікації, домени верхнього рівня 

та конфіденційність… Його сфера застосування поширюється на 18 секторів 

(енергетика, транспорт, банківська та фінансова інфраструктура, охорона здоров'я, 

питна вода, стічні води, цифрова інфраструктура, управління ІКТ-послугами (B2B), 

державне управління, космічна галузь, поштова та кур'єрська служба, управління 

відходами, хімічна промисловість, харчова промисловість та виробництво). 

Суб'єкти класифікуються як «необхідні» або «важливі» залежно від сектора, виду 

діяльності та розміру (як правило, ≥50 співробітників або ≥10 млн євро 
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обороту/балансу), при цьому деякі категорії охоплюються незалежно від розміру 

(наприклад, постачальники трастових послуг та конкретна цифрова 

інфраструктура). Шведське агентство з надзвичайних ситуацій (MSB) буде 

виступати в якості компетентного органу і може додатково призначати 

«необхідних» операторів… 

Порівняно з Законом про НІС, обов'язки операторів уточнені та посилені: 

оператори повинні зареєструватися в MSB; здійснювати пропорційне управління 

ризиками та безпекою на основі оцінки ризиків у всіх своїх операціях (а не тільки у 

визначених послугах); підтримувати систематичну роботу з інформаційної безпеки; 

навчати вище керівництво (обов'язок, за невиконання якого передбачено санкції) та 

пропонувати навчання персоналу; повідомляти про значні інциденти до MSB як 

CSIRT (постачальники довірчих послуг протягом 24 годин; інші протягом 72 

годин; остаточний звіт протягом одного місяця); та без зайвої затримки 

інформувати отримувачів послуг про значні інциденти та, у відповідних випадках, 

про захисні заходи щодо значних кіберзагроз. Засоби примусу включають догани, 

судові заборони (потенційно з умовними штрафами та оприлюдненням інформації 

про невиконання вимог), адміністративні штрафи (для основних суб'єктів 

господарювання – до 2 % від глобального обороту або 10 млн євро, залежно від 

того, яка сума більша; для важливих суб'єктів господарювання – до 1,4 % або 7 млн 

євро, залежно від того, яка сума більша; для державних операторів – до 10 млн 

шведських крон; мінімум 5000 шведських крон) та заборону на управління строком 

від 1 до 3 років за серйозні умисні або грубі недбалі порушення. 

Організації повинні спочатку оцінити, чи підпадають вони під дію закону 

(сектор, розмір, спеціальні категорії), а потім привести свою діяльність у 

відповідність до нового режиму: оновити систему безпеки відповідно до 

мінімальних вимог закону та прийняти підхід, що враховує всі ризики; забезпечити 

навчання з питань управління та менеджменту; адаптувати процеси повідомлення 

про інциденти та інформування клієнтів; підготувати реєстраційні дані для MSB; та 

посилити вимоги до постачальників і субпідрядників за допомогою 

картографування ланцюгів постачання, оцінки ризиків та договірних положень, 

одночасно стежачи за майбутніми правилами впровадження від наглядових 

органів…» (Erik Ullberg, Christel Rockström, Amanda Jonsson. NIS2 proposed to be 

implemented in Swedish Law by “Cybersecurity Act” // CMS Legal (https://cms-

lawnow.com/en/ealerts/2025/12/nis2-proposed-to-be-implemented-in-swedish-law-by-

cybersecurity-act). 02.12.2025).  

*** 

 

«Німецький закон про впровадження NIS2, який набрав чинності 6 

грудня 2025 року, транспонує Директиву ЄС NIS2 і значно розширює кількість 

регульованих організацій з приблизно 4500 до 30 000 суб'єктів. Закон 

застосовується до «важливих» та «особливо важливих» суб'єктів у 18 секторах, 

включаючи енергетику, транспорт, охорону здоров'я та цифрову інфраструктуру, 

якщо вони мають у штаті не менше 50 осіб або річний оборот/баланс перевищує 10 

мільйонів євро, за деякими винятками, такими як місцеві органи влади та навчальні 

заклади… 
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Основні вимоги включають обов'язкові заходи з управління ризиками 

кібербезпеки, що охоплюють усі ІТ-системи (а не тільки критично важливі), 

трирічне навчання керівництва та триетапне повідомлення про інциденти (24-

годинне попередження, 72-годинне повідомлення, місячне підсумкове 

повідомлення). Суб'єкти господарювання повинні зареєструватися у Федеральному 

відомстві з інформаційної безпеки (BSI) протягом трьох місяців з дати набрання 

чинності законом. Штрафи відповідають структурі GDPR і становлять максимум 10 

мільйонів євро або 2% від глобального обороту для особливо важливих 

організацій… 

Німеччина також виходить за рамки NIS2, запроваджуючи більш суворі 

правила щодо «критичних компонентів», що використовуються в критичних 

об'єктах, дозволяючи Міністерству внутрішніх справ забороняти певні продукти на 

підставі ризиків для безпеки та вимагаючи від операторів здійснювати постійний 

моніторинг. Компанії повинні проводити оцінку обсягу, готуватися до реєстрації, 

переглядати програми навчання ради директорів, інвентаризувати критичні 

компоненти та відповідно оновлювати контракти з ланцюгами постачання…» 

(Theresa Ehlen, Lutz Riede. Germany implements NIS2 – What you need to know now 

// Freshfields  (https://technologyquotient.freshfields.com/post/102lwz4/germany-

implements-nis2-what-you-need-to-know-now). 06.12.2025).  

*** 

 

«Європейський Союз надасть Вірменії 12 мільйонів євро напередодні 

парламентських виборів 2026 року для протидії дезінформації, посилення 

кібербезпеки та зміцнення демократичних інститутів. Як оголосила комісар ЄС 

з питань розширення та політики сусідства Марта Кос, цей пакет є інтегрованою 

програмою підтримки виборів, спрямованою на державні інститути, незалежні ЗМІ 

та громадянське суспільство. Він сприятиме підвищенню спроможності 

передбачати гібридні загрози та реагувати на них, створенню систем раннього 

попередження та швидкого реагування на іноземні маніпуляції інформацією та 

втручання, підтримці журналістики, що базується на фактах, та стратегічній 

комунікації, створення системи швидкого реагування на іноземні маніпуляції та 

втручання в інформаційну сферу (FIMI), а також поглибленню співпраці між 

вірменськими органами та інституціями ЄС у сферах безпеки, цілісності інформації 

та виборів.  

Спираючись на успішний досвід Молдови, ініціатива сприяє активному 

формуванню наративу та спростуванню міфів, а також підкреслює необхідність 

створення сильних інституцій, стійких ЗМІ та активного громадянського 

суспільства. Ця підтримка, яка розглядається як стратегічна інвестиція для захисту 

демократичного процесу в Вірменії в умовах мінливої геополітики, є частиною 

більш широкого партнерства між ЄС і Вірменією, що охоплює реформи в галузі 

безпеки, зв'язку, економічної диверсифікації та лібералізації візового режиму». 

(Siranush Ghazanchyan. EU allocates €12 million to support Armenia’s 2026 

elections, counter disinformation and strengthen cybersecurity // Public Radio of 

Armenia (https://en.armradio.am/2025/12/02/eu-allocates-e12-million-to-support-
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armenias-2026-elections-counter-disinformation-and-strengthen-cybersecurity/). 

02.12.2025).  

*** 

 

«…Швидко розширюваний цифровий регламент ЄС змінює зобов'язання 

виробників і користувачів підключених до мережі продуктів, що підтримують 

штучний інтелект. Два ключові документи — Закон про штучний інтелект 

(Регламент 2024/1689) та Закон про кіберстійкість (CRA, Регламент 2024/2847) — 

передбачають «кібербезпеку за замовчуванням», висуваючи вимоги на найраніших 

етапах концептуалізації, розробки та виробництва продукту, а також вводячи в дію 

схеми сертифікації Закону про кібербезпеку (CSA), роблячи їх частково 

обов'язковими для критично важливих продуктів. Галузеві закони (наприклад, 

Регламент про медичні вироби) можуть додавати додаткові рівні. Для систем 

штучного інтелекту з високим рівнем ризику стаття 15 Закону про штучний 

інтелект вимагає точності, надійності та кібербезпеки: постачальники повинні 

зробити системи стійкими до зловживань або атак, що використовують вразливості 

(наприклад, отруєння даних/моделей, суперечливі приклади, атаки на 

конфіденційні дані), вибираючи заходи, пропорційні ризикам, визначеним в 

обов'язковому управлінні ризиками (ст. 9). Відповідність, включаючи кібербезпеку, 

демонструється за допомогою оцінки відповідності Закону про ШІ (ст. 43). 

CRA застосовує горизонтальний підхід, орієнтований на конкретні продукти, 

який охоплює практично всі «продукти з цифровими елементами» (програмне 

забезпечення або апаратне забезпечення та їхні компоненти для віддаленої обробки 

даних), які прямо або опосередковано підключаються до пристроїв або мереж. Він 

встановлює базові, пропорційні ризику результати кібербезпеки, а не нормативний 

контроль: безпечна за замовчуванням конструкція без відомих вразливостей; 

своєчасні (в ідеалі автоматичні) оновлення; захист конфіденційності та цілісності 

(шифрування, мінімізація даних); контроль доступу та стійкість основних функцій 

під час атаки; реєстрація та контроль користувачів (наприклад, безпечне 

видалення/перенесення). Виробники повинні проводити та підтримувати оцінку 

ризиків, відповідати вимогам Додатка I протягом усього життєвого циклу продукту 

та періоду підтримки, а також проходити процедуру відповідності, що відповідає 

класу ризику продукту. 

Важливо, що стаття 12 CRA об'єднує ці режими: якщо продукт є одночасно 

«продуктом з цифровими елементами» і системою ШІ з високим рівнем ризику, 

відповідність основним вимогам CRA щодо кібербезпеки вважається такою, що 

задовольняє вимоги Закону про ШІ щодо кібербезпеки (точність і надійність 

продовжують оцінюватися відповідно до Закону про ШІ). Щоб уникнути 

дублювання процедур, зазвичай застосовується оцінка відповідності Закону про 

ШІ, при цьому нотифіковані органи також перевіряють відповідні критерії CRA; 

ЄС планує в майбутньому запровадити «єдину заявку» для спрощення сертифікації 

за кількома законами. Обмежені винятки зберігають пріоритет CRA для певних 

критичних категорій. На практиці хмарний інструмент рекрутингу на основі 

машинного навчання, який взаємодіє з системами компанії, підпадатиме під дію 
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обох законів; одна оцінка за Законом про ШІ може охоплювати кібербезпеку CRA, 

що зменшить витрати та неоднозначність… 

Результатом є скоординована, заснована на ризиках система дотримання 

вимог, яка підвищує планку, не збільшуючи навантаження: постачальники 

отримують більш чітку, уніфіковану систему тестування та сертифікації, органи 

влади отримують більш ефективний нагляд за ринком, а вимоги до кібербезпеки, 

що стосуються штучного інтелекту, стають технічно конкретними завдяки CRA. 

Таке мережеве законотворчість, що також відображено в ініціативі Комісії «Digital 

Omnibus» щодо гармонізації ключових цифрових актів (Закон про ШІ, GDPR, 

Закон про дані тощо), має на меті захист споживачів і даних, зберігаючи при цьому 

простір для інновацій. Для компаній у всьому ланцюжку створення вартості ШІ 

повідомлення звучить як «роби або помри»: зіставте асортимент продукції з обома 

актами, проведіть надійну оцінку ризиків, вбудуйте засоби контролю в дизайн, 

сплануйте виправлення протягом життєвого циклу та обробку інцидентів, а також 

використовуйте нові синергії для дотримання вимог». (Mareike Christine 

Gehrmann, Carla Nelles, Jason Tenta. Artificial intelligence in the regulatory jungle 

of cybersecurity law between AI Act, CRA and CSA // Taylor Wessing 

(https://www.taylorwessing.com/en/insights-and-events/insights/2025/12/artificial-

intelligence-in-the-regulatory-jungle-of-cybersecurity-law). 03.12.2025). 

*** 

 

«Національний центр кібербезпеки Ірландії (NCSC) опублікував 

оновлену Національну оцінку кіберризиків (2 грудня), в якій попереджає, що 

прискорення кіберзагроз вимагає скоординованої реакції всього суспільства 

та більш «агресивної» позиції держави, включаючи повне та активне 

використання законодавства ЄС. У звіті міститься заклик до швидкого 

впровадження Директиви NIS2, Закону про кіберстійкість, Закону про кібербезпеку 

та Закону про кіберсолідарність. У ньому зазначається, що проект Національного 

закону про кібербезпеку, який знаходиться на розгляді в Ойрехтасі, надасть NCSC 

статутну основу та транспонує NIS2, хоча деякі розділи викликали занепокоєння 

щодо збору даних… 

Визнаючи критичні ланцюги постачання ІКТ як основний системний ризик, 

NCRA підкреслює небезпеку, що випливає зі складних, непрозорих і 

концентрованих залежностей, які створюють залежність від постачальників і 

можливості для втручання третіх країн — від несанкціонованої передачі даних до 

вбудованих вразливостей і «задніх дверей». Вона закликає до посилення правил 

державних закупівель, які послідовно застосовують базові вимоги до кібербезпеки; 

до суворого контролю безпеки постачальників та регуляторного середовища, в 

якому вони працюють; до більшої «прозорості» держави щодо власності, контролю 

та практик безпеки постачальників ІКТ; та до відповідних юридичних повноважень 

для втручання у випадках, коли «високоризикові» постачальники становлять ризик 

на національному рівні в критичних секторах…» (Strengthen procurement rules – 

cyber report // Law Society Gazette (https://www.lawsociety.ie/gazette/top-

stories/2025/december/strengthen-procurement-rules--cyber-report/). 03.12.2025). 

*** 
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«Уряд Великої Британії представив законопроект про кібербезпеку та 

стійкість (мережеві та інформаційні системи), який був поданий до 

парламенту 12 листопада 2025 року, з метою значного посилення та 

розширення чинних положень NIS Regulations 2018 у відповідь на ескалацію 

кіберризиків. Законопроект розширює сферу застосування режиму, охоплюючи 

набагато ширше коло організацій, включаючи «відповідних постачальників 

керованих послуг» (RMSP), таких як служби технічної підтримки та постачальники 

послуг з управління безпекою, великі центри обробки даних (потужністю понад 1 

МВт або 10 МВт для об'єктів, що належать виключно підприємствам), суб'єкти, 

здатні контролювати понад 300 МВт електричного навантаження за допомогою 

інтелектуальних приладів, та «критичні постачальники», порушення роботи яких 

може мати значний економічний або соціальний вплив. Ці нові суб'єкти будуть 

регулюватися як «оператори основних послуг» або як нова категорія «регульованих 

осіб», з обов'язками впроваджувати відповідні та пропорційні заходи безпеки, 

повідомляти регуляторні органи про свій статус, управляти та зменшувати 

кіберризики, а також дотримуватися вимог щодо повідомлення про інциденти та 

інспектування… 

Законопроект також оновлює режим для відповідних постачальників 

цифрових послуг (RDSP) — онлайн-ринків, пошукових систем та хмарних сервісів 

— шляхом уточнення визначення «хмарних обчислень», посилення вимог до 

реєстрації, чіткого поширення їхніх обов'язків щодо безпеки як на власні системи, 

так і на ключові системи третіх сторін, а також заміни заходів безпеки ЄС, що діяли 

до Brexit, на модернізований набір вимог та рекомендацій ICO. Для всіх 

регульованих суб'єктів зобов'язання щодо повідомлення про інциденти стають 

більш суворими: «інциденти» включатимуть події, які можуть негативно вплинути 

на мережеві та інформаційні системи, перші повідомлення повинні надсилатися 

протягом 24 годин, а повні звіти — протягом 72 годин, при цьому паралельно 

інформується Національний центр кібербезпеки. Законопроект створює нові канали 

обміну інформацією між регуляторними органами NIS, державними органами, 

урядом та GCHQ, а також надає міністрам повноваження встановлювати 

стратегічні пріоритети, керувати регуляторними органами та регульованими 

суб'єктами в разі серйозних кіберкриз, запроваджувати нові моделі фінансування за 

допомогою зборів та платежів, а також вносити зміни до структури NIS у 

майбутньому. Штрафи будуть збільшені за спрощеною дворівневою структурою, 

причому максимальні штрафи збільшаться з 17 мільйонів фунтів стерлінгів до 17 

мільйонів фунтів стерлінгів або 4% від глобального обороту, залежно від того, яка 

сума буде вищою, а також буде враховуватися ширший спектр факторів (таких як 

заходи щодо пом'якшення наслідків та моделі недотримання вимог)… 

Законодавство ще має бути схвалене обома палатами парламенту та отримати 

королівську згоду, а багато деталей буде викладено в підзаконних актах та 

кодексах практики (наприклад, для центрів обробки даних). З огляду на більшість 

уряду в Палаті громад та підвищену стурбованість кіберзагрозами, очікується, що 

законопроект буде швидко просуватися. Хоча він наближає Великобританію до 

рамки NIS2 ЄС у таких сферах, як регулювання діяльності постачальників 
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керованих послуг та терміни реагування на інциденти, він навмисно відрізняється 

за обсягом, застосуванням та термінологією, що ускладнює дотримання вимог для 

транскордонних організацій. Підприємства, які можуть потрапити під дію цього 

законопроекту, включаючи постачальників керованих послуг, операторів центрів 

обробки даних, контролерів великих навантажень та критично важливих 

постачальників, повинні почати оцінювати, як законопроект вплине на їхню 

діяльність, та готуватися до більш жорстких вимог щодо безпеки, звітності та 

управління». (Rachael Annear, Giles Pratt. UK plans major cyber security reforms: 

what you need to know // Freshfields 

(https://technologyquotient.freshfields.com/post/102lwta/uk-plans-major-cyber-

security-reforms-what-you-need-to-know). 04.12.2025). 

*** 

 

«…Регламент ЄС щодо машин (MR), який набере чинності в січні 2027 

року, вимагає проведення оцінки ризиків кібербезпеки для всіх машин, що 

претендують на маркування CE, що є значним відхиленням від Директиви 

щодо машин 2006 року. На відміну від свого попередника, MR автоматично 

застосовуватиметься у всіх державах-членах ЄС і підвищує кібербезпеку до рівня 

фундаментальної вимоги безпеки. Виробники повинні продемонструвати, що 

стійкість до кібератак була врахована та задокументована, з урахуванням 

рекомендацій, наданих новим гармонізованим стандартом EN50742… 

Машини з віддаленим доступом, мережевими підключеннями або хмарними 

функціями потребуватимуть надійних цифрових засобів захисту та прозорої 

документації щодо рівня безпеки. Хоча відповідність вимогам не вимагає 

обов'язкової оцінки з боку третіх сторін, це доцільно для компаній, які не мають 

власних експертів. ABB підтримує виробників обладнання, гарантуючи, що її 

компоненти — програмовані логічні контролери (PLC), приводи, двигуни — 

відповідають новим вимогам, та надаючи рекомендації щодо проведення 

ефективної оцінки кібербезпеки. Регламент також дозволяє використовувати 

повністю цифрову документацію, модернізуючи процеси дотримання вимог. Ці 

вимоги не перешкоджають інноваціям, а покликані зміцнити довіру до 

підключених технологій та забезпечити довгострокову стійкість і зростання 

промислових систем…» (Pekka Alasaari and Johanna Schüßler. Why the EU’s new 

Machinery Regulation is a wake-up call on cybersecurity // Compliance Week 

(https://www.complianceweek.com/opinion/why-the-eus-new-machinery-regulation-is-

a-wake-up-call-on-cybersecurity/36345.article). 05.12.2025). 

*** 

 

«Португалія внесла поправки до свого закону про кіберзлочинність, щоб 

створити офіційне звільнення від відповідальності для дослідників у сфері 

кібербезпеки та етичних хакерів, захищаючи їх від переслідування, коли їхні 

дії здійснюються в інтересах суспільства з метою виявлення вразливостей або 

поліпшення кібербезпеки. Опублікована 4 грудня в Офіційному віснику 

Португалії, нова стаття («Дії, що не караються з огляду на суспільний інтерес до 

кібербезпеки») робить раніше незаконну поведінку некараною, якщо дотримуються 
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суворі умови: дослідники не повинні прагнути фінансової вигоди, не повинні 

порушувати закони про захист даних і повинні уникати використання DoS-атак, 

соціальної інженерії, фішингу, крадіжки даних або зміни даних в рамках своїх 

тестувань… Їхні дії повинні бути пропорційними, суворо обмеженими заявленою 

метою дослідження, не спричиняти збитків, пошкоджень, втрати даних або 

несанкціонованого копіювання, а також не повинні негативно впливати на системи 

або окремих осіб. Дослідники зобов'язані повідомляти про результати як 

власнику/керівнику системи або продукту, так і органу з захисту даних, зберігати 

конфіденційність інформації поза межами цих сторін та видаляти всі зібрані дані 

протягом 10 днів після усунення вразливості. 

Цей крок приводить Португалію у відповідність до аналогічних зусиль 

Німеччини та США щодо захисту «добросовісних» досліджень у сфері безпеки (за 

допомогою німецького законопроекту та переглянутого керівництва Міністерства 

юстиції США відповідно до CFAA) і збігається з підготовкою Великобританії до 

наслідування цього прикладу. Британський міністр безпеки Ден Джарвіс 

нещодавно оголосив про плани додати до Закону про неправомірне використання 

комп'ютерних систем Великобританії законодавчу захисну норму для захисту 

етичних хакерів, які відповідають визначеним вимогам безпеки, визнаючи давню 

критику, що чинне законодавство стримує законних дослідників, чия робота є 

життєво важливою для виявлення невідомих вразливостей та зміцнення 

національної кіберстійкості…» (Kevin Poireault. Portugal Revises Cybercrime Law to 

Protect Security Researchers  // Reed Exhibitions Ltd. (https://www.infosecurity-

magazine.com/news/portugal-cybercrime-law-security/). 08.12.2025). 

*** 

 

«Португальські малі та середні підприємства значно впевненіші у своїй 

здатності протистояти кіберзагрозам: 86% з них заявляють, що за останні 12 

місяців покращили свою кіберстійкість, згідно з доповіддю Hiscox Cyber 

Preparedness Report 2025. Майже третина описує цей прогрес як «значний», що 

значною мірою зумовлено більш жорсткими регуляторними вимогами та більш 

складним цифровим середовищем. Незважаючи на ці досягнення, кіберризик 

залишається значним: 54% опитаних компаній зазнали принаймні однієї атаки 

протягом останнього року, що призвело до таких проблем, як труднощі із 

залученням нових клієнтів (30%), поширення проблем безпеки на партнерів та 

третіх осіб (30%) та підвищення витрат, пов'язаних з повідомленням клієнтів (29%). 

Зміни в нормативно-правовій базі щодо кібербезпеки та захисту даних вважаються 

найбільшим ризиком 42% організацій, що підкреслює необхідність постійного 

оновлення практик і систем… 

У відповідь 90% малих і середніх підприємств інвестували в додаткове 

навчання віддалених співробітників, які все ще вважаються вразливим ланцюгом, а 

найпоширенішими заходами щодо підвищення стійкості є оновлення навчання з 

кібербезпеки (74%) та інвестиції в спеціалізоване програмне забезпечення (64%). 

Лише 2% повідомили, що не вживали жодних заходів, що свідчить про те, що 

кібербезпека зараз є загальним пріоритетом. У перспективі 95% португальських 

компаній планують збільшити свої бюджети на кібербезпеку та захист даних 
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протягом наступних 12 місяців, причому 45% очікують значного збільшення витрат 

— це один з найвищих показників у світі і вищий, ніж у сусідній Іспанії (40%). Ана 

Сілва з Hiscox Portugal каже, що результати дослідження показують «чітку зміну в 

мисленні португальських малих і середніх підприємств», які все більше 

усвідомлюють кіберризики та більш активно підходять до навчання, технологій і 

профілактики як шляху до справжньої кіберстійкості». (54% of Portuguese SMEs 

victims of cyberattacks // The Portugal News 

(https://www.theportugalnews.com/news/2025-12-08/54-of-portuguese-smes-victims-of-

cyberattacks/927389). 08.12.2025). 

*** 

 

«З настанням 2026 року правила кібербезпеки в Європі стають все більш 

суворими. Більшість держав-членів зараз впроваджують Директиву NIS2: 

Німеччина, Португалія та Австрія вже прийняли відповідні закони, а Іспанія, 

Франція та Польща знаходяться на завершальній стадії законодавчого 

процесу. Паралельні режими у Великій Британії та Сербії відображають Директиву 

NIS2 та Директиву про стійкість критичних об'єктів (CER). Після завершення 

імплементації транснаціональні компанії зможуть визначити обов'язки для кожної 

країни, а постачальники цифрових послуг зможуть скористатися механізмом 

«єдиного вікна», який дозволяє здійснювати нагляд з боку єдиного головного 

органу… 

Готуються ще дві реформи: 

• Пакет «Digital Omnibus» Комісії створить єдиний канал повідомлення про 

інциденти «повідомити один раз, поділитися багато разів», що охоплюватиме NIS2, 

GDPR, eIDAS, DORA та Директиву CER, одночасно скасувавши старі правила 

повідомлення про електронну конфіденційність. Нова система почне діяти через 18 

місяців після набрання чинності Регламентом Omnibus. 

• 14 січня 2026 року Комісія опублікує пропозицію щодо перегляду Закону 

про кібербезпеку, який регулює сертифікацію безпеки продуктів і послуг в ЄС… 

Підприємствам слід перейти від планування до виконання: 

Провести аналіз розбіжностей щодо NIS2 (а також, де це доречно, CER, 

DORA або галузевих кодексів). 

Зареєструватися в національних органах влади та встановити чіткі правила 

управління безпекою та повідомлення про інциденти. 

Створити або оновити документацію, політики та технічні докази, щоб під 

час перевірок можна було продемонструвати відповідність вимогам… 

Оскільки національні регуляторні органи, як очікується, посилять аудити та 

контроль за дотриманням законодавства протягом 2026 року, раннє скоординоване 

вжиття заходів є найнадійнішим шляхом до забезпечення стійкості — та уникнення 

санкцій — у всій ЄС та юрисдикціях, що дотримуються її вимог». (Kinga Kálmán 

and Adam Simon. European Cybersecurity Regulatory Update: NIS2 and Beyond // 

Bird & Bird (https://www.twobirds.com/en/insights/2025/european-cybersecurity-

regulatory-update-nis2-and-beyond). 10.12.2025). 

*** 
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«Новий Закон ЄС про кіберстійкість (CRA) та Директива NIS2 — разом 

із паралельними правилами Великобританії — перетворили кібербезпеку з 

питання дотримання вимог після укладення угоди на пріоритетне питання 

при плануванні та здійсненні транскордонних корпоративних реорганізацій… 

CRA, прийнятий наприкінці 2024 року, зобов'язує будь-якого виробника, 

імпортера або дистриб'ютора, який розміщує «продукт з цифровими елементами» 

на ринку Європейської економічної зони, вбудовувати захист за замовчуванням, 

запускати програми управління вразливостями та проводити післяпродажний 

нагляд. Обов'язки щодо повідомлення про інциденти починаються в 2026 році; 

повне виконання починається в грудні 2027 року, з штрафами до 2 відсотків від 

глобального обороту. Закон Великобританії про безпеку продукції та 

телекомунікаційну інфраструктуру, який діє з квітня 2024 року, встановлює 

подібні, але більш вузькі вимоги до споживчих підключених пристроїв… 

NIS2, що діє на території ЄС з січня 2023 року, зобов'язує середніх і великих 

операторів в енергетиці, транспорті, виробництві, цифровій інфраструктурі та 

інших критично важливих секторах дотримуватися суворих процедур управління 

кіберризиками, повідомлення про інциденти та управління. Адміністративні 

штрафи можуть досягати 10 мільйонів євро або 2 відсотків від світового доходу, а 

керуючі директори можуть бути притягнуті до особистої відповідальності. Проект 

закону Великобританії про кібербезпеку та стійкість створить в цілому 

еквівалентний режим. 

Оскільки CRA зосереджується на цілісності продукції, а NIS2 — на 

операційній стійкості підприємств, ці дві системи спільно визначають, як 

транснаціональні корпорації повинні структурувати та інтегрувати свій бізнес: 

• Структурування суб'єктів господарювання Перед прийняттям рішення про 

те, які юридичні особи слід зберегти, об'єднати або продати, а також де розмістити 

критично важливі функції, необхідно заздалегідь зіставити портфелі продуктів і 

лінійки послуг з пороговими значеннями CRA та NIS2. 

• Інтеграція після завершення Плани інтеграції тепер потребують 

спеціального робочого потоку з кібербезпеки для гармонізації політик, засобів 

контролю та звітності про інциденти в розширеній групі; невдача може 

загальмувати інтеграцію та спричинити штрафи або шкоду репутації. 

• Системи управління ризиками Правління повинні бути в змозі надати 

оновлені реєстри, схеми управління та транскордонні лінії звітності, що 

відображають розбіжності у національному впровадженні NIS2 та обов'язках CRA 

щодо безпеки продуктів… 

Коротко кажучи, регулювання кібербезпеки стало стратегічним фактором, що 

впливає на вартість реорганізації підприємств. Раннє, проактивне оцінювання 

ризиків, пов'язаних із CRA та NIS2, допомагає уникнути несподіванок після 

закриття угоди, прискорює інтеграцію та зміцнює довгострокову стійкість і довіру 

зацікавлених сторін». (Robbert Santifort, Ilham Ezzamouri, Olaf van Haperen, Nils 

Müller, Maarten Stassen, Paula Barrett, Michael Bahar, Caroline Lyannaz, Albert 

Yuen, Wieger ten Hove and Lee Harris. Cybersecurity in International Corporate 

Reorganizations: Strategic Impacts on Structure, Integration, and Risk // Eversheds 
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Sutherland (https://www.eversheds-sutherland.com/en/global/insights/cybersecurity-in-

international-corporate-reorganizations-strategic-impacts-on-structure). 10.12.2025).  

*** 

 

«Бельгія подала на розгляд законопроект про імплементацію Директиви 

ЄС про стійкість критичних об'єктів (CER), яка має на меті підвищити 

фізичну та операційну стійкість критичних об'єктів до різних загроз шляхом 

перенесення акценту з захисту активів на управління системними ризиками. 
Директива CER застосовується до таких секторів, як енергетика, транспорт, 

банківська справа та цифрова інфраструктура, а бельгійський законопроект, який, 

як очікується, буде прийнятий найближчим часом, тісно дотримується її 

мінімального підходу до гармонізації, одночасно вводячи конкретні доповнення. 

Основні нові вимоги до визначених критичних об'єктів у Бельгії включатимуть 

проведення обов'язкових навчань з відновлення, оновлення планів відновлення на 

основі цих навчань та співпрацю з галузевими органами влади, а недотримання цих 

вимог може призвести як до адміністративних штрафів у розмірі до 125 000 євро, 

так і до кримінальних санкцій… Основні зобов'язання, такі як проведення оцінки 

ризиків та повідомлення органів влади про значні інциденти протягом 24 годин, 

набудуть чинності через шість місяців після того, як суб'єкт господарювання буде 

визначений як критичний. Оскільки директиви CER та NIS2 взаємопов'язані, а 

багато критичних суб'єктів господарювання також кваліфікуються як «важливі 

суб'єкти господарювання» відповідно до NIS2, організації у відповідних секторах 

повинні проактивно оцінювати свою потенційну класифікацію, розробляти 

комплексні плани забезпечення стійкості та узгоджувати свої стратегії фізичної та 

кіберстійкості, щоб підготуватися до майбутніх вимог щодо дотримання 

нормативних вимог». (Tom De Cordier, Arthur Sabbe and Tiffany Perna. New 

legislation for critical entities: Belgium’s (proposed) implementation of the CER 

Directive // CMS Legal (https://cms-lawnow.com/en/ealerts/2025/12/new-legislation-

for-critical-entities-belgium-s-proposed-implementation-of-the-cer-directive). 

11.12.2025). 

*** 

 

«…З грудня 2027 року Закон ЄС про кіберстійкість (CRA) вимагатиме, 

щоб кожне програмне забезпечення, що продається в ЄС, відповідало 

«основним вимогам кібербезпеки»: безпечна розробка, усунення відомих 

вразливостей, надійний контроль доступу, захист цілісності даних, 

задокументовані оцінки ризиків та специфікація програмного забезпечення, а 

також процедури відповідності маркування CE… 

Водночас інструменти кодування на основі генеративної штучної інтелекту 

— деякі з яких здатні генерувати цілі функції або додатки за одним запитом («vibe-

coding») — переписують робочі процеси розробки. Якщо великі частини кодової 

бази створюються таким вільним способом, без ретельного людського контролю, 

без планування архітектури та без перевірки сторонніх бібліотек, які ШІ імпортує 

без відома користувача, постачальник буде мати труднощі з доведенням ретельного 
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проектування, документації та належної ретельності, яких вимагає CRA; таке 

програмне забезпечення може бути просто заборонене на ринку ЄС… 

Конфлікт не є неминучим. Використовуючись як «парне програмування ШІ» 

під дисциплінованим управлінням — розробники перевіряють кожну пропозицію, 

інструменти налаштовані на виявлення розширення обсягу робіт, організації 

підтримують свої звичайні процеси безпечного кодування, перевірки коду та 

управління залежностями — ШІ може підвищити якість і допомогти досягти рівня 

CRA. Ключовим фактором є управління: письмові політики щодо прийнятного 

використання ШІ, впроваджені процеси перевірки коду, документація ризиків та 

генерація SBOM. CRA не забороняє vibe-кодування, але фактично забороняє 

випуск незахищених, недокументованих продуктів, кодованих за допомогою vibe. 

Зрілі підприємства, які інтегрують AI-асистентів у надійні засоби контролю 

розробки, повинні залишатися — і навіть можуть стати — більш сумісними з CRA; 

ті, хто покладається на неструктуроване кодування «тільки vibe», виявлять, що їхнє 

програмне забезпечення не продається в ЄС». (William White. Does the Cyber 

Resilience Act outlaw AI vibe-coding? // Bristows LLP 

(https://inquisitiveminds.bristows.com/post/102lxlm/does-the-cyber-resilience-act-

outlaw-ai-vibe-coding#page=1). 12.12.2025). 

*** 

 

«…Загальнонаціональна оцінка 894 ірландських малих та середніх 

підприємств показала, що 78 % з них «критично не готові» до кібератак, 

причому мікропідприємства є найбільш вразливими, а місцеві медичні 

заклади – сімейні лікарі, аптеки, консультанти – отримали найнижчий (3,3/10) 

показник індексу кіберстійкості. Жоден сектор не набрав більше шести балів з 

десяти. Дослідники з Технологічного університету Мюнстера та Національного 

центру кібербезпеки відзначили поширену відсутність таких базових елементів, як 

резервне копіювання даних поза пристроєм, багатофакторна автентифікація та 

плани реагування на інциденти… Зловмисники все частіше використовують цих 

слабо захищених постачальників як місток до більших організацій, що було 

продемонстровано в разі порушення безпеки Marks & Spencer. Оскільки малі та 

середні підприємства домінують в економіці Ірландії, успішні атаки можуть 

паралізувати місцеві послуги та репутацію. Дослідження закликає власників: (1) 

копіювати конфіденційні файли на офлайн-USB або інший резервний носій; (2) 

увімкнути MFA на критичних системах; та (3) створити чіткий план дій на випадок 

виявлення порушення безпеки». (Small companies in medical sector such as GPs 

'critically' unprepared for cyber threats // Journal Media Ltd 

(https://www.thejournal.ie/dr-hazel-murray-mtu-cyber-security-small-smes-6897766-

Dec2025/). 09.12.2025). 

*** 

 

«…Велика Британія готується оприлюднити нову національну стратегію 

кібербезпеки, продовжуючи еволюцію, що розпочалася у 2009 році. Кожна 

ітерація була спрямована на боротьбу зі зростаючими загрозами з боку державних і 

недержавних суб'єктів, а нещодавні інциденти, такі як збій у роботі Jaguar Land 
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Rover, підкреслили необхідність більш ефективного підходу, оскільки попередні 

стратегії стримування не змінили фундаментально розрахунок ризиків для 

зловмисників… Перша стратегія 2009 року була обережною, але до 2011 року уряд 

визнав кібербезпеку пріоритетом національної безпеки, захистивши її бюджет від 

жорстких скорочень. У 2016 році відбулася значна зміна в бік більш 

інтервенціоністського підходу, що призвело до створення Національного центру 

кібербезпеки (NCSC) і акценту на «активній кіберзахисті». Остання стратегія 2022 

року передбачала більш цілісний і конкурентний геополітичний підхід, 

перейменували її на «національну кіберстратегію», щоб підкреслити її роль як 

інструменту національної влади. 

Новий уряд лейбористів під керівництвом Кіра Стармера готує наступну 

стратегію, але стикається з постійними викликами, зокрема недостатністю ресурсів, 

дефіцитом кваліфікованих кадрів та складністю узгодження довгострокового 

нарощування потенціалу з короткостроковими політичними циклами. Нещодавній 

аудит показав, що ціль на 2022 рік щодо посилення кібербезпеки державного 

сектору до 2025 року не була досягнута, і хоча основна увага приділяється 

підвищенню стійкості та впровадженню давно відкладеного законодавства, деякі 

критики вважають, що поступовий підхід Великої Британії є занадто повільним і 

недостатньо амбітним… Очікується, що нова стратегія буде більш раціональною та 

зосередженою на внутрішній кібербезпеці та стійкості, але вона не повинна 

ігнорувати інші важливі елементи, такі як кібердипломатія, боротьба з 

кіберзлочинністю та використання наступальних кібероперацій для отримання 

стратегічної переваги. Зрештою, уряд повинен ефективно координувати зусилля 

всередині своїх відомств та за їх межами, співпрацюючи з приватним сектором для 

зменшення ризиків, протидії супротивникам та захисту цифрової батьківщини в 

епоху «радикальної невизначеності». (Joe Devanny. The U.K.’s Cybersecurity 

Refresh // The Lawfare Institute  (https://www.lawfaremedia.org/article/the-u.k.-s-

cybersecurity-refresh). 22.12.2025).  

*** 

 

«Кібератаки стали однією з найбільших статей витрат британського 

бізнесу в 2025 році. За даними уряду, 43% компаній і 30% благодійних 

організацій зазнали зломів, від фішингу до повного припинення діяльності. 
Великі компанії — Marks & Spencer, Jaguar Land Rover, Co-op, Heathrow, Harrods — 

всі постраждали, і фінансові наслідки є значними: M&S спочатку попередила про 

збиток у розмірі 300 млн фунтів стерлінгів (пізніше компенсований страховкою), 

JLR стикається з незастрахованими витратами у розмірі близько 200 млн фунтів 

стерлінгів, а Co-op очікує збитків у розмірі приблизно 120 млн фунтів стерлінгів 

після викрадення даних про шість мільйонів клієнтів. Cybersecurity Ventures оцінює 

глобальну кіберзлочинність цього року в 10,5 трлн доларів, що робить її третьою за 

величиною «економікою» світу… 

Чому компанії стикаються з труднощами? Зловмисники зараз 

використовують високошвидкісну автоматизацію, часто застосовуючи штучний 

інтелект, тоді як засоби захисту залишаються реактивними, фрагментованими та 

повільними. Багато правлінь вимагають від керівників служб інформаційної 
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безпеки (CISO) підвищення економічної ефективності, тоді як половина середніх і 

чверть великих компаній досі не мають плану реагування на інциденти. 

Прогнозується, що до 2031 року частота атак програм-вимагачів досягне однієї 

атаки кожні дві секунди, а соціальні інженерні атаки — від фішингових 

електронних листів до шахрайства через телефонну службу підтримки — 

продовжуватимуть бути успішними… 

Рішення щодо локалізації можуть бути радикальними: Co-op вирішила 

повністю вимкнути системи, щоб зупинити порушення. Експерти попереджають, 

що застарілі банківські та промислові системи є особливо привабливими, а Moody's 

вказує на зростання ризику для фінансових установ, які використовують застарілі 

технологічні рішення. З наближенням 2026 року компанії повинні припустити, що 

порушення відбудуться, і інвестувати в швидку ізоляцію, відновлення та прозору 

реакцію, а не тільки в захист периметра. В іншому випадку репутаційний збиток, 

штрафи від регуляторних органів та багатомільйонні збитки будуть продовжувати 

зростати в гонці озброєнь, яка не демонструє жодних ознак уповільнення». (Karl 

Matchett. How 2025 became the year of the cyber hack – and what British businesses 

face next in 2026 // independent (https://www.independent.co.uk/news/business/cyber-

hacks-cost-jaguar-land-rover-marks-spencer-b2872693.html). 27.12.2025). 

*** 

 

Австралія та Нова Зеландія 

 

«Агентство з кібербезпеки та безпеки інфраструктури (CISA) випустило 

спільні рекомендації з американськими та міжнародними партнерами, на чолі 

з Австралійським центром кібербезпеки Австралійського управління зв'язку 

(ASD ACSC), щодо безпечної інтеграції штучного інтелекту в операційні 

технологічні (OT) системи, що лежать в основі критичної інфраструктури. Цей 

документ, спільно підготовлений з такими агентствами, як Федеральне бюро 

розслідувань (FBI) та Центр безпеки штучного інтелекту Національного агентства 

безпеки (NSA AISC), базується на чотирьох принципах: розуміння ризиків, 

пов'язаних зі штучним інтелектом, ретельна оцінка випадків використання 

штучного інтелекту, створення систем управління та впровадження практик 

безпеки та захисту в штучний інтелект та операційні технології, що 

використовують штучний інтелект. У ньому підкреслюється, що, хоча штучний 

інтелект може покращити операційні технології, наприклад, виявляючи аномалії 

або прогнозуючи потреби в технічному обслуговуванні, його впровадження 

створює нові поверхні атаки та режими відмов, які необхідно управляти з 

урахуванням ризиків… 

У керівництві висвітлюються унікальні для ШІ виклики, такі як зміщення 

моделі, галюцинації, відсутність пояснюваності та небезпека використання 

конфіденційних даних OT для навчання, а також міститься заклик розширити 

традиційні засоби контролю кібербезпеки для протидії таким загрозам, як отруєння 

даних, швидке введення та інтерфейси ШІ, що піддаються впливу хмари. 

Власникам та операторам OT настійно рекомендується ознайомитися з заходами 
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безпеки протягом усього життєвого циклу ШІ — від безпечного проектування та 

розробки, через впровадження, до постійного моніторингу — використовуючи такі 

ресурси, як Керівництво CISA та Національного центру кібербезпеки Великої 

Британії (NCSC) з безпечної розробки систем ШІ. Людський фактор має ключове 

значення: персонал повинен бути навчений не покладатися надмірно на ШІ, 

правильно інтерпретувати результати та усувати несправності систем. У документі 

міститься чітке застереження щодо підходів «LLM-first» для прийняття критично 

важливих рішень в області ОТ, з огляду на непередбачуваність і низьку 

пояснюваність великих мовних моделей… 

Щодо архітектури та безпеки даних, у рекомендаціях радиться зважити, чи є 

ШІ правильним інструментом для конкретного випадку використання, з огляду на 

можливість помилкових прогнозів (наприклад, передчасна заміна обладнання) та 

високу цінність наборів даних OT для супротивників. Вона рекомендує 

мінімізувати постійний доступ ШІ до мереж OT за допомогою архітектур передачі 

даних, ретельно тестувати системи ШІ в непродуктивних середовищах та 

зменшувати постійні привілеї, щоб будь-яке порушення ідентичності мало 

обмежений «радіус ураження». Організації повинні вимагати від постачальників 

прозорості, включаючи специфікації програмного забезпечення (SBOM), чіткі 

політики обробки даних, повідомлення про вразливості, можливість відключення 

функцій ШІ та прозорість ланцюгів постачання ШІ. 

Очікування щодо управління та дотримання вимог включають об'єднання 

вищого керівництва, експертів з питань операційних технологій та інформаційних 

технологій, фахівців з штучного інтелекту та команд з кібербезпеки в єдину 

структуру з чіткими ролями та обов'язками щодо розробки, впровадження, 

експлуатації та обслуговування штучного інтелекту в операційних технологіях. 

Системи штучного інтелекту повинні бути інтегровані в існуючі процеси 

забезпечення кібербезпеки — регулярні аудити, оцінка ризиків, шифрування, 

контроль доступу, виявлення вторгнень та постійна валідація — з урахуванням 

тактик і технік, специфічних для штучного інтелекту, таких як ті, що каталогізовані 

в MITRE ATLAS. Наприкінці керівництва наголошується на важливості прийняття 

рішень з участю людини, надійних систем захисту від відмов, поведінкового 

аналізу та виявлення аномалій, щоб системи ШІ могли «граціозно виходити з 

ладу», обходитися в разі потреби та контролюватися людьми, які можуть швидко 

втрутитися, щоб запобігти перетворенню невеликих відхилень на серйозні 

інциденти з безпекою або експлуатацією…» (Laura French. CISA issues joint 

guidance on secure use of AI in OT systems // CyberRisk Alliance 

(https://www.scworld.com/news/cisa-issues-joint-guidance-on-secure-use-of-ai-in-ot-

systems). 04.12.2025). 

*** 

 

«…Австралійський Закон про кібербезпеку 2024 року та змінений Закон 

про розвідувальні служби запровадили режим добровільного розкриття 

інформації, який діє з кінця 2024 року і дозволяє компаніям ділитися 

інформацією про інциденти з Національним координатором з кібербезпеки 

(NCSC) та/або Австралійським управлінням зв'язку (ASD) за суворими 
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правилами «обмеженого використання». Будь-які дані, що надаються 

постраждалою організацією («Інформація про добровільне розкриття»), можуть 

використовуватися лише для визначених цілей кібербезпеки: допомога жертві в 

локалізації, пом'якшенні наслідків та відновленні; координація підтримки з боку 

уряду; інформування міністрів; управління системними ризиками або ризиками 

національної безпеки; та сприяння правоохоронним або розвідувальним 

операціям… Важливо, що цей матеріал є неприпустимим у більшості цивільних 

або регуляторних провадженнях, не може спричинити цивільні санкції, зберігає 

юридичну професійну таємницю, а NCSC/ASD не може бути змушений надавати 

докази щодо нього — хоча регуляторні органи все одно можуть отримати ті самі 

факти за допомогою своїх звичайних статутних повноважень, а кримінальні справи, 

королівські комісії та коронерські розслідування не підпадають під захист. 

Організації можуть розкривати інформацію, коли експертиза уряду може 

прискорити проведення криміналістичної експертизи, запобігання загрозам або 

інформування громадськості, або коли інцидент загрожує стабільності критичної 

інфраструктури або масовому витоку особистих даних; переваги зростають при 

ранньому залученні. Ці два шляхи є взаємодоповнюючими: NCSC координує 

управління наслідками в органах Співдружності та штатів, тоді як ASD надає 

глибоку технічну допомогу, інформацію про загрози та запобігає діям 

супротивників. Кожна з цих організацій може передавати інформацію іншій, якщо 

потрібна ширша підтримка… 

Захист має свої обмеження: режим не є «безпечною гаванню» від 

розслідування; він не замінює обов'язкові повідомлення відповідно до законів про 

конфіденційність, критичну інфраструктуру або повідомлення про викрадення 

даних; він також не поширюється на інформацію, яка вже є публічною або була 

отримана незалежно. Щоб безпечно використовувати цей канал, компанії повинні 

включити схеми прийняття рішень у свої плани реагування на інциденти, 

відокремити добровільне розкриття інформації від обов'язкового, позначити 

конфіденційну інформацію, очистити або оцінити особисті дані на відповідність 

Закону про конфіденційність та підготуватися до повторних перевірок з боку 

офіційних осіб, дотримуючись при цьому всіх встановлених законом термінів 

подання звітності. При стратегічному використанні режим забезпечує безпечний 

канал для відвертої співпраці з урядом, одночасно обмежуючи юридичні ризики…» 

(Frances Wheelahan, Michael do Rozario, Justin Gay and Amy Yu. Voluntary cyber 

incident disclosure: legal guidance for Australian organisations // Corrs Chambers 

Westgarth  (https://www.corrs.com.au/insights/voluntary-cyber-incident-disclosure-

legal-guidance-for-australian-organisations). 02.12.2025). 

*** 

 

Китай, Індія, Японія, Південна Корея та країни Індо-

тихоокеанського регіону 

 

«Індія відмовилася від плану зобов'язати виробників смартфонів 

попередньо встановлювати урядову програму «безпеки» Sanchar Saathi на всі 
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нові та існуючі пристрої після спротиву з боку Apple, Samsung, груп з захисту 
громадянських свобод та опозиційних політиків. Міністерство комунікацій 

пояснило це рішення як відповідь на високий рівень добровільного використання 

програми, зазначивши, що близько 14 мільйонів людей вже завантажили програму, 

яка тепер позиціонується як додатковий інструмент, що допомагає користувачам 

повідомляти про втрату або крадіжку телефонів та блокувати їх…  

Однак захисники конфіденційності, включаючи Electronic Frontier Foundation 

та індійські групи, такі як SFLC.in та Internet Freedom Foundation, попередили, що 

широкі дозволи додатка, які дозволяють йому здійснювати та керувати дзвінками, 

надсилати повідомлення та отримувати доступ до історії дзвінків і повідомлень, 

файлів, фотографій та камери, можуть перетворити його на засіб масового 

стеження. Reuters повідомило, що Apple і Samsung заявили, що не будуть 

виконувати цю вимогу з міркувань конфіденційності та безпеки, а лідери опозиції 

поставили під сумнів правові підстави для примусового встановлення незнімного 

додатка на пристрої користувачів. Хоча уряд посилається на цілі кібербезпеки, 

різка зміна політики та порівняння з нещодавньою вимогою Росії про попередню 

інсталяцію месенджера, що підтримується державою, підкреслюють занепокоєння 

щодо надмірного втручання держави та стеження». (Will Shanklin. India will no 

longer require smartphone makers to preinstall its state-run 'cybersecurity' app // 

Yahoo (https://www.engadget.com/cybersecurity/india-will-no-longer-require-

smartphone-makers-to-preinstall-its-state-run-cybersecurity-app-171500923.html). 

03.12.2025). 

*** 

 

«За даними сеульської компанії з кібербезпеки, у вівторок було виявлено 

підроблені податкові накладні з вбудованим шкідливим кодом, пов'язаним з 

північнокорейськими хакерами, які становлять загрозу безпеці 

південнокорейців. 

ESTSecurity заявила, що виявила в мережі файли, заражені вірусом 

KimJongRAT, зазначивши, що цей троян для віддаленого доступу, ймовірно, 

пов'язаний з хакерською групою Kimsuky, яку фінансує Пхеньян. 

Файл, замаскований під PDF, насправді містив ярлик, який направляв 

користувачів на посилання, що вело до завантаження шкідливих файлів. 

Компанія з безпеки заявила, що шкідливий код був спеціально розроблений 

для південнокорейських користувачів…» (Cybersecurity firm warns of fake tax 

invoices with North Korea-linked malware //  JoongAng Ilbo Co., Ltd. 

(https://koreajoongangdaily.joins.com/news/2025-12-

02/national/northKorea/Cybersecurity-firm-warns-of-fake-tax-invoices-with-North-

Korealinked-malware/2468107). 02.12.2025). 

*** 

 

«Філіппінський інститут фахівців з кібербезпеки (PICSPro) закликав 

уряд і лідерів галузі просунути давно необхідні реформи в сфері кібербезпеки 

країни, попередивши, що нещодавні вторгнення в урядові системи 

викривають серйозні національні вразливості. Голова PICSPro Анхель Редобле 
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розкритикував нинішній підхід Філіппін як «реактивний, фрагментарний і 

церемоніальний», заявивши, що через багаторічне недофінансування, погану 

координацію та неправильно розставлені пріоритети державні системи залишилися 

«тривожно вразливими», незважаючи на нові проекти з моніторингу та захисту, 

реалізовані Міністерством інформаційних і комунікаційних технологій… 

Підкреслюючи, що «кібербезпека – це національна безпека, економічна 

безпека та громадська безпека», Редобле окреслив багаторівневу концепцію 

PICSPro, яка передбачає глобальне узгодження законодавства у сфері кібербезпеки, 

стандартизацію протоколів безпеки, координацію національної системи реагування 

на інциденти та постійний розвиток людських ресурсів. Він зазначив, що для 

створення справді стійкої екосистеми, здатної захистити інститути, економіку та 

громадян країни, необхідні зусилля всієї нації, засновані на надійній політиці, 

послідовних стандартах, надійній інфраструктурі та висококваліфікованих кадрах у 

сфері кібербезпеки». (ANNA FELICIA BAJO. Group calls on gov't, industry leaders 

to improve PH cybersecurity // 

(https://www.gmanetwork.com/news/topstories/nation/968333/group-calls-on-gov-t-

industry-leaders-to-improve-ph-cybersecurity/story/). 03.12.2025). 

*** 

 

«Японська компанія Asahi Group, виробник напоїв, що випускає пиво 

Super Dry, заявила, що планує нормалізувати свою логістичну діяльність до 

лютого після масштабної кібератаки 29 вересня, яка паралізувала обробку 

замовлень, доставку та роботу call-центрів і призвела до дефіциту продукції в 

багатьох ресторанах, барах і магазинах Японії. Компанія відновила виробництво 

на шести вітчизняних заводах, але не всі товари будуть готові до відвантаження до 

зазначеної дати. Asahi повідомила, що особисті дані близько 1,52 мільйона клієнтів, 

а також інформація про 114 000 ділових контактів і 275 000 нинішніх і колишніх 

співробітників та їхніх сімей, можливо, були викрадені, хоча жодна з цих даних 

досі не з'явилася в Інтернеті… 

Група хакерів Qilin взяла на себе відповідальність за цей напад, але Asahi 

заявляє, що не платила викуп. Ця перешкода змусила компанію відкласти 

оприлюднення результатів за третій квартал і перенести оприлюднення річних 

результатів на понад 50 днів після закінчення фінансового року 31 грудня 2025 

року; жовтневі продажі основних підрозділів компанії, що займаються 

виробництвом напоїв та харчових продуктів, впали на 10–40 % у порівнянні з 

аналогічним періодом минулого року…» (Anton Bridge. Japan’s Asahi Aims to 

Restore Logistics by February Following Cyberattack //  Wells Media Group, Inc. 

(https://www.insurancejournal.com/news/international/2025/12/03/849681.htm). 

03.12.2025). 

*** 

 

«Згідно з даними «Звіту про стан ринку продуктів кібербезпеки в Індії 

3.0», опублікованого Радою з безпеки даних Індії, обсяг ринку продуктів 

кібербезпеки в Індії, як очікується, зросте з 4,46 млрд доларів у 2025 році до 

близько 6 млрд доларів у 2026 році, в основному за рахунок внутрішнього 
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попиту, який забезпечує понад 45% доходів, причому більше третини припадає 
на BFSI, ІТ-послуги та уряд. У цьому секторі працює понад 400 компаній-

виробників, і за останні п'ять років він зріс на 34% CAGR, причому ключовими 

центрами є Карнатака, Делі-NCR і Махараштра, а близько чверті компаній 

переносять свою діяльність до міст рівня I і II у зв'язку з поширенням гібридної та 

віддаленої роботи…  

Близько 55% індійських компаній, що виробляють продукти для 

кібербезпеки, зараз обслуговують світові ринки, хоча лише 17% з них мають 

фізичні офіси за кордоном, покладаючись в основному на партнерів з дистрибуції 

для розширення своєї діяльності. У звіті зазначається, що кількість фахівців з 

кібербезпеки, яка становить приблизно 60 000 осіб, зростає приблизно на 25% 

щороку, але також підкреслюється постійний дефіцит кваліфікованих кадрів, що 

вимагатиме цілеспрямованого підвищення кваліфікації, більш тісної співпраці між 

академічними колами та промисловістю, а також створення навчальних платформ 

на основі штучного інтелекту. Штучний інтелект та сприятливі геополітичні умови 

вважаються основними каталізаторами майбутнього зростання, причому поряд із 

традиційними внутрішніми ринками та ринками США з'являються нові ринки в 

Західній Азії та Південно-Східній Азії». (Cybersecurity product sector’s revenue to 

hit $6 billion by 2026: DSCI // THG PUBLISHING PVT LTD. 

(https://www.thehindubusinessline.com/info-tech/cybersecurity-product-sectors-

revenue-to-hit-6-billion-by-2026-dsci/article70357981.ece). 04.12.2025). 

*** 

 

«Тайвань заборонив доступ до китайського додатку Xiaohongshu 

(RedNote) на один рік, посилаючись на серйозні ризики для кібербезпеки та 

його використання як центру для шахрайства. Міністерство цифрових 

технологій (MODA) попередило, що RedNote та чотири інші китайські платформи 

— Douyin, Weibo, WeChat і Baidu Wangpan — можуть збирати конфіденційні 

особисті дані та передавати їх без згоди користувачів. RedNote не пройшов 

жодного з 15 тестів на кібербезпеку, проведених Національним бюро безпеки, а 

чиновники також висловили занепокоєння, що додаток може слугувати каналом 

для пропекінської дезінформації… 

Заборона була введена після того, як компанія не вступила в діалог з 

регуляторними органами і не відповіла на офіційні запити від оператора Xingyin 

Information Technology, що базується в Шанхаї. Влада пов'язала з платформою 

понад 1700 випадків шахрайства, які завдали жертвам збитків на суму близько 7,9 

мільйона доларів через такі шахрайські схеми, як підробка електронної комерції та 

романтичне шахрайство. Це рішення викликало критику з боку опозиційних 

законодавців, які попереджають, що воно підриває свободу інтернету на 

Тайвані…» (Maroosha Muzaffar. Taiwan bans popular Chinese app RedNote over 

cybersecurity concerns // independent (https://www.independent.co.uk/asia/east-

asia/taiwan-rednote-xiaohongshu-chinese-app-fraud-b2878642.html). 06.12.2025). 

*** 
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«Швидке розширення секторів ІТ та ITeS в Бенгалії, особливо зростання 

центру Бенгальської Кремнієвої долини, одночасно привернуло підвищену 

увагу кіберзлочинців, які керуються фінансовими мотивами. Раджеш Чхабра, 

генеральний директор Acronis в Індії та Південній Азії, попереджає, що широке 

впровадження штучного інтелекту знизило вартість і складність кіберзлочинів, що 

дозволяє зловмисникам застосовувати складні шахрайські схеми, такі як 

клонування голосу за допомогою штучного інтелекту, підробка ідентифікаційних 

даних та автоматизований фішинг у великих масштабах. Цей дисбаланс вимагає 

надійної оборонної стратегії… 

Чхабра закликає уряд штату вжити негайних заходів, включаючи введення 

базових кіберстандартів у 22 ІТ-парках та ключових галузях промисловості, а 

також впровадження протоколів швидкого заморожування коштів для боротьби з 

ескалацією цифрового шахрайства. Він підкреслив, що штати, які досягли успіху в 

боротьбі з кіберзлочинністю, мають спільні риси: інтегровану систему звітності та 

аналітики для відстеження злочинних мереж, тісну координацію між поліцією, 

банками та операторами телекомунікаційних послуг для швидкого заморожування 

коштів, а також постійні кампанії з підвищення обізнаності громадськості. 

Посилаючись на інтегровану кібердовідкову службу Махараштри та моніторинг 

фінансових шахрайств у режимі реального часу як на зразок для наслідування, 

Чхабра рекомендує Бенгалії посилити свої кіберпідрозділи та інтегрувати 

регіональні дані з національними платформами. Паралельно з цим підприємства 

повинні прийняти систему «кіберстійкості», надаючи пріоритет незмінним 

резервним копіям, багатофакторній аутентифікації та забезпеченню безпеки 

робочих процесів AI/ML…» (Experts call for cyber standards at Bengal IT parks as 

AI-powered crimes escalate // The Telegraph 

(https://www.telegraphindia.com/business/cybersecurity-push-for-bengal-it-sector-as-

experts-warn-of-rising-ai-driven-fraud-risks-prnt/cid/2136702). 08.12.2025). 

*** 

 

«…Запропонований Пакистаном Закон про кібербезпеку 2025 року має 

на меті створити незалежний Національний орган з питань кібербезпеки 

(NCA), але його впровадження викликає фундаментальні питання щодо 

фінансування, інституційної узгодженості та розподілу повноважень між 

існуючими органами… 

Архітектура NCA стратегічно вбудована в проект з розвитку цифрової 

економіки (DEEP), що фінансується Світовим банком, головним чином через 

компонент реагування на надзвичайні ситуації, що фінансується за рахунок 

нульового долара. Такий підхід дозволяє уряду залучати помірні міжнародні 

інвестиції та впроваджувати найкращі світові практики для безпечного розвитку 

інфраструктури, не покладаючись виключно на національний бюджет… 

Однак створення NCA створює ризик дублювання функцій існуючої PK 

CERT (Пакистанської групи реагування на комп'ютерні надзвичайні ситуації), яка 

вже уповноважена реагувати на технічні інциденти. Ключовим питанням є те, чи 

буде NCA діяти як орган високого рівня, залишивши PK CERT в якості технічного 

підрозділу, чи спробує повністю перебрати на себе функціональні повноваження. 
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Аналогічно, повноваження NCA суперечать комплексній системі 

кібербезпеки, якою вже керує Пакистанська телекомунікаційна адміністрація 

(PTA). Якщо NCA вимагатиме повного контролю над усією цифровою 

інфраструктурою, це може призвести до конфлікту щодо встановлення технічних 

стандартів. Крім того, NCA повинна забезпечити, щоб національна стратегія 

кібербезпеки надавала пріоритет технічному захисту та захисту прав, уникаючи 

тенденції PTA до масових обмежень і цензури, які часто розглядаються через 

політичну призму… 

Зрештою, новий закон дає можливість або раціоналізувати та поліпшити 

узгодженість роздробленого управління кібербезпекою в Пакистані, або просто 

додати ще один рівень бюрократії, що може призвести до відсторонення технічних 

експертів PK CERT на користь політичного контролю зверху вниз». (Faran 

Mahmood. Will the new Cybersecurity Act strengthen defences, or create bureaucratic 

conflict? // The Express Tribune (https://tribune.com.pk/story/2581090/can-new-

authority-resolve-cybersecurity-paradox). 08.12.2025). 

*** 

 

«Закон Сінгапуру про кібербезпеку (з поправками) 2024 року, частини 

якого набули чинності 31 жовтня 2025 року, значно розширює Закон про 

кібербезпеку 2018 року, щоб відобразити цифровий ландшафт, орієнтований 

на хмарні технології та аутсорсинг. По-перше, комісар з кібербезпеки тепер може 

призначати інфраструктуру, що належить третім сторонам, — публічну хмару, 

керовані послуги або інші аутсорсингові платформи, на які покладається 

постачальник основних послуг, — як критичну інформаційну інфраструктуру 

(CII)… Відповідальність за безпеку активів покладається на постачальника 

основних послуг, який повинен отримати від зовнішнього постачальника договірні 

гарантії щодо надання детальної інформації про архітектуру, дотримання 

встановлених кіберстандартів та повідомлення постачальника про істотні зміни. 

По-друге, зникли географічні кордони: комп'ютерна система, розташована 

повністю за межами Сінгапуру, може бути визнана CII, якщо її порушення може 

призвести до порушення основних послуг у країні, що дає постачальникам послуг 

нові важелі впливу для нав'язування сінгапурських положень про безпеку 

закордонним постачальникам або центрам спільних послуг. По-третє, новий клас 

— Системи тимчасової кібербезпеки (STCC) — дозволяє Комісару накладати на 

будь-яку внутрішню систему, короткочасна несправність якої може серйозно 

зашкодити національній безпеці, економіці, здоров'ю населення або громадському 

порядку, нагляд строком до одного року. Власники STCC повинні надавати 

технічну інформацію, дотримуватися надзвичайних директив, проходити аудити та 

повідомляти про інциденти, навіть якщо призначення відбувається через тривалий 

час після закупівлі, що може змусити терміново переглянути умови контракту або 

переконфігурувати систему… 

Ключові положення, які ще не набули чинності, передбачають запровадження 

нагляду за постачальниками базової цифрової інфраструктури (FDI) та суб'єктами, 

що становлять особливий інтерес з точки зору кібербезпеки (ESCI). Тим часом 

оператори основних послуг та їхні ІТ-постачальники повинні (1) переглянути 
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контракти на аутсорсинг та хмарні послуги, щоб переконатися, що вони 

відповідають вимогам Закону про внесення змін щодо обміну інформацією та 

стандартів; (2) скласти карту всіх закордонних систем, які тепер можуть підпадати 

під дію CII Сінгапуру; (3) підготувати план ескалації на випадок раптового 

призначення STCC; та (4) стежити за майбутніми повідомленнями про правила FDI 

та ESCI, щоб програми дотримання вимог залишалися попереду розширюваної 

сфери регулювання…» (Carolyn Bigg and Qiuyang Zhao.  Singapore: Key 

Amendments to the Cybersecurity Act Now in Force // DLA Piper 

(https://privacymatters.dlapiper.com/2025/12/singapore-key-amendments-to-the-

cybersecurity-act-now-in-force/#more-7749#page=1). 03.12.2025). 

*** 

 

«…Таїланд відкрив новий прискорений маршрут без тендерів для 

державних органів, яким необхідно придбати технології або послуги для 

протидії «кібернетичним або військовим загрозам», що можуть становити 

небезпеку для стабільності органу або країни. Опублікований у Royal Gazette 28 

листопада 2025 року, міністерський регламент № 6 (2568) вносить поправки до 

Закону про державні закупівлі та управління поставками 2017 року, щоб дозволити 

установам пропускати конкурентні тендери та вести переговори безпосередньо з 

постачальниками, коли звичайні терміни можуть залишити їх незахищеними під 

час критичного періоду загрози. Цей захід розширює раніше вузьку категорію 

«спеціальних методів», яка раніше обмежувалася надзвичайними ситуаціями, 

запатентованими системами або звичайними операціями з національної безпеки, і 

тепер охоплює сучасні інциденти в сфері кібербезпеки та оборонні військові 

потреби… 

Для постачальників платформ виявлення загроз, послуг реагування на 

інциденти, засобів захисту від програм-вимагачів, брандмауерів, консультаційних 

послуг з питань безпеки або спеціалізованого захисного обладнання ця зміна 

створює безпосередній канал для залучення державних покупців без тривалих 

публічних торгів. Агентства все одно повинні обґрунтувати, що закупівля дійсно 

спрямована на усунення активної або неминучої кіберзагрози чи військової загрози, 

тому постачальники повинні бути готові продемонструвати, як їхні пропозиції 

нейтралізують конкретні ризики, забезпечують швидке розгортання та 

відповідають критеріям терміновості, що виправдовують обхід відкритої 

конкуренції». (Chitchai Punsan. Thailand Expands Fast-Track Cybersecurity and 

Defense Procurement // Tilleke & Gibbins (https://www.tilleke.com/insights/thailand-

expands-fast-track-cybersecurity-and-defense-procurement/). 04.12.2025). 

*** 

 

«В'єтнам об'єднав Закон про кібербезпеку 2018 року та Закон про безпеку 

мережевої інформації 2015 року в єдиний, більш широкий Закон про 

кібербезпеку, який набере чинності 1 липня 2026 року. Статут: 

• Встановлює детальний перелік заборонених дій в Інтернеті, включаючи 

поширення антидержавних матеріалів, торгівлю або розголошення державних, 

комерційних або особистих таємниць, таємне записування онлайн-розмов та 
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використання інструментів штучного інтелекту для здійснення будь-яких 

заборонених дій. 

• Надає Міністерству громадської безпеки (MPS) повноваження вимагати від 

операторів телекомунікаційних, інтернет- та інших онлайн-послуг, а також їх 

системних адміністраторів, видаляти контент, що порушує правила кібербезпеки, 

та покладає на MPS загальну відповідальність за політику кібербезпеки та безпеки 

даних, управління ідентифікацією IP-адрес, перевірку облікових записів 

користувачів, попередження про загрози та обмін інформацією… 

• Зберігає існуючу п'ятирівневу класифікацію інформаційних систем на 

основі потенційної шкоди національній безпеці та соціальному порядку. 

• Розподіляє інституційні ролі: MPS очолює цивільну кібербезпеку, 

Міністерство національної оборони контролює військові системи, а Урядовий 

комітет з шифрування управляє криптографічними мережами… 

Хоча в пізній стадії розробки проекту були відновлені суперечливі 

положення щодо локалізації даних, в офіційних резюме закону, прийнятого 10 

грудня 2025 року, про них не згадується, що залишає невизначеність щодо того, чи 

збереглися такі вимоги в остаточному тексті». (Waewpen Piemwichai and Quang 

Minh Vu. Vietnam Issues New Cybersecurity Law // Tilleke & Gibbins 

(https://www.tilleke.com/insights/vietnam-issues-new-cybersecurity-law/). 11.12.2025). 

*** 

 

«З 1 січня 2026 року перша реформа Китаю щодо Закону про 

кібербезпеку (CSL) 2017 року посилює покарання, розширює екстериторіальну 

дію та формалізує зобов'язання щодо ланцюгів постачання та штучного 

інтелекту… 

Більш високі, диференційовані штрафи та швидші санкції 

• Регулюючі органи тепер можуть накладати штрафи негайно, без 

попереднього попередження, за невиконання базових обов'язків з безпеки. 

• Порушення, що спричиняють «серйозні наслідки» (наприклад, масштабні 

витоки даних, втрата частини функцій CII), можуть каратися штрафами до 2 

мільйонів юанів; «дуже серйозні» наслідки (втрата основних функцій CII) — до 10 

мільйонів юанів, з особистою відповідальністю керівників та «іншого 

безпосередньо відповідального персоналу». 

• Оператори, які не блокують або не видаляють незаконний онлайн-контент, 

можуть бути оштрафовані на суму до 10 мільйонів юанів і закриті сайти/додатки… 

Більш суворий контроль закупівель 

• Продаж або використання мережевого обладнання та спеціалізованих 

продуктів для кібербезпеки, які не мають необхідної сертифікації/тестування, може 

призвести до конфіскації прибутку, штрафів у розмірі до десятикратної вартості 

покупки, призупинення діяльності та анулювання ліцензії. Тому оператори 

критичної інформаційної інфраструктури повинні посилити перевірку 

постачальників, гарантії за контрактами та права на аудит… 

Екстериторіальний вплив 

• Зараз CSL поширюється на будь-які закордонні організації або особи, чия 

кібердіяльність «завдає шкоди кібербезпеці Китаю», а не тільки на атаки на CII. 
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Влада може заморозити активи або накласти інші санкції у разі виникнення 

серйозних наслідків, що означає, що транснаціональні корпорації повинні 

оцінювати кіберризики, пов'язані з Китаєм, навіть для офшорних операцій… 

Штучний інтелект та положення про пом'якшення покарання 

• Нова формулювання «підтримує» дослідження та розробки в галузі 

штучного інтелекту, ресурси для навчання даних та етичні норми, одночасно 

заохочуючи використання штучного інтелекту для посилення кіберзахисту, що 

передбачає прийняття галузевих стандартів. 

• Регулюючі органи можуть зменшити або скасувати штрафи за перші або 

незначні порушення, які були негайно виправлені, відповідно до Закону Китаю про 

адміністративні покарання… 

Ці поправки приводять CSL у відповідність до Закону Китаю про безпеку 

даних та Закону про захист персональних даних, що свідчить про ще більш рішучу 

позицію регуляторних органів у зв'язку з прагненням Пекіна забезпечити безпеку 

критичної цифрової інфраструктури та нових технологій». (Gabriela Kennedy, 

Joanna K.C. Wong. China Finalises Amendments to the Cybersecurity Law What 

Businesses Need to Know Before 1 January 2026 // Mayer Brown 

(https://www.mayerbrown.com/en/insights/publications/2025/12/china-finalises-

amendments-to-the-cybersecurity-law-what-businesses-need-to-know-before-1-

january-2026). 15.12.2025). 

*** 

 

«Бурхливо розвивається цифрова економіка Індонезії, вартість якої 

приблизно втричі перевищує ВВП країни, стикається з навалою кіберпіратів: 

за перші сім місяців 2025 року було зафіксовано 3,64 мільярда аномалій 

трафіку та 133 мільйони спроб атак, що в середньому становить дев'ять атак 

на секунду. Сучасні загрози постійно мутують, використовують опубліковані CVE 

та обходять інструменти на основі сигнатур, а найпоширеніша техніка (Generic 

Protocol Command Decode) дозволяє обійти традиційні засоби захисту. Хоча атаки 

все ще в основному походять з Китаю та США, кількість внутрішніх інцидентів 

зростає, оскільки слабо захищені місцеві маршрутизатори та пристрої без оновлень 

стають платформами для запуску атак… 

У таких масштабах традиційні реактивні засоби безпеки є неефективними. 

Тільки інтелектуальні системи захисту від кіберзагроз на базі штучного інтелекту 

здатні обробляти мільярди журналів, використовувати машинне навчання та 

поведінковий аналіз для виявлення нових шкідливих програм і зловживань 

протоколами, а також генерувати прогнозні висновки про те, де і як будуть 

розвиватися атаки. Такі інтелектуальні системи зараз є необхідними для 

дотримання індонезійських законів про інформаційні технології та захист 

персональних даних, а також для відповідності стандартам ISO 27001. 

Перетворюючи необроблені дані в практичну «дорожню карту загроз», ШІ 

дозволяє як державній інфраструктурі, так і приватним підприємствам проактивно 

зміцнювати захист, підтримувати безперебійність роботи та захищати національні 

цифрові активи. Тому політичні діячі та організації повинні підвищити 

пріоритетність програм збору інформації про загрози на основі ШІ на 
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національному рівні — без них швидкоплинний «цифровий торговий корабель» 

Індонезії ризикує бути захоплений, розграбований і посаджений на мілину, не 

досягнувши своєї мети — сталого цифрового процвітання». (Yudhi Kukuh. AI as the 

Digital Fortress: Untangling Indonesia’s Massive Cyberattacks // JAKARTA GLOBE  

(https://jakartaglobe.id/opinion/ai-as-the-digital-fortress-untangling-indonesias-

massive-cyberattacks). 09.12.2025). 

*** 

 

«Новопризначений національний директор з кібербезпеки Японії Йоїчі 

Іїда визнає, що країна все ще відстає від США та Європи в галузі кіберзахисту 

і повинна підвищити стандарти в корпоративному секторі. Виступаючи на 

конференції CYDEF 2025 в Токіо, він зазначив, що підключені до Інтернету 

пристрої в Японії зараз стикаються зі зловмисним трафіком кожні 13 секунд, що 

підкреслює різке зростання як обсягу, так і серйозності атак. Недавні порушення, 

включаючи відключення програм-вимагачів в Asahi Group, перебої в електронній 

комерції в Askul і зараження вірусом в Nikkei, викрили слабкі місця, які впливають 

на малі фірми, що не мають ресурсів, і, все частіше, на великі підприємства, де все 

ще з'являються «дірки і помилки»… 

Метою уряду є досягнення паритету із західними стандартами. Новий закон 

про «активну кіберзахист» дозволяє владі нейтралізувати зловмисну 

інфраструктуру та називати імена зловмисників, а прем'єр-міністр Санае Такаїчі 

визначила кібербезпеку пріоритетною сферою інвестицій. Японія також поглиблює 

співпрацю з союзниками: у вересні вона приєдналася до багатонаціональної 

консультативної групи з питань шпигунської групи «Salt Typhoon», пов'язаної з 

Китаєм, хоча Іїда застерігає, що остаточне визначення причетності — Китаю, Росії 

чи Північної Кореї — часто залишається неясним. Незважаючи на нещодавні 

дипломатичні суперечки з Пекіном, він зазначає, що кібердіяльність з китайських 

джерел не зазнала помітних змін. 

Створення кваліфікованої робочої сили є найбільшим викликом для Японії, 

додає Іїда, поряд із просуванням основних заходів гігієни, таких як багатофакторна 

автентифікація та регулярне оновлення паролів — прості кроки, які можуть 

запобігти багатьом атакам, поки країна працює над усуненням прогалин у 

кібербезпеці…» (Alastair Gale. Japan’s Cyber Chief Warns Nation Still Behind on 

Cybersecurity // Wells Media Group, Inc. 

(https://www.insurancejournal.com/news/international/2025/12/10/850473.htm). 

10.12.2025). 

*** 

 

«Уряд Японії представив проект керівних принципів, в яких детально 

описано, як влада буде впроваджувати заходи активної кіберзахисту (ACD), 

зокрема суперечливе положення, що дозволяє втручання та нейтралізацію 

серверів, які стоять за кібератаками. Ці принципи мають набути чинності вже в 

жовтні наступного року. Згідно з проектом, серйозні випадки, зокрема ті, що 

пов'язані з атаками з закордонних серверів або спрямовані проти систем Сил 

самооборони (SDF) або американських військ в Японії, будуть попередньо 
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розглядатися Радою національної безпеки (NSC)... У разі атаки, Рада національної 

безпеки, включаючи прем'єр-міністра та відповідних міністрів, збирається для 

затвердження заходів реагування. Після затвердження Національне агентство 

поліції або Сили самооборони Японії отримують дозвіл на віддалене підключення 

до цільового сервера, використовуючи його вразливі місця, та нейтралізацію, 

наприклад, шляхом видалення програм-атакуючих. Атаки з закордонних серверів 

будуть оброблятися спільно поліцією та SDF або виключно поліцією, тоді як 

інциденти, що стосуються SDF або американських військ в Японії, будуть 

відповідальністю SDF. Для забезпечення нагляду в квітні планується створити 

незалежний орган, комісію з нагляду за інформацією про кіберкомунікації, яка буде 

контролювати роботу системи». (Draft on Japan’s Active Cyber Defense System 

Moves Ahead // The Japan News (https://japannews.yomiuri.co.jp/politics/defense-

security/20251212-298090/). 12.12.2025). 

*** 

 

«Нещодавнє опитування, проведене компанією Kaspersky в регіоні 

Близького Сходу, Туреччини та Африки (META), виявило значний пробіл у 

знаннях з кібербезпеки серед фахівців у Пакистані: лише 41% з них пройшли 

будь-яке навчання з питань цифрових загроз. Це особливо турбує, оскільки 

більшість порушень безпеки пов'язані з людськими помилками, які часто 

використовуються в схемах соціальної інженерії, таких як фішинг, з якими 68,5% 

опитаних фахівців стикалися протягом останнього року. Понад половина (51,5%) 

респондентів зізналися, що робили помилки, пов'язані з ІТ, через брак знань у сфері 

кібербезпеки, що підкреслює нагальну потребу в структурованому практичному 

навчанні… Співробітники визначили навчання як найефективніший засіб 

підвищення обізнаності, надаючи пріоритет таким темам, як безпека мобільних 

пристроїв, управління паролями та безпека електронної пошти. Kaspersky 

підкреслює, що кібербезпека є відповідальністю всієї компанії, а не лише ІТ-

відділу, і що надання кожному співробітнику навичок розпізнавання шахрайства 

має вирішальне значення для побудови стійкої організації. Для посилення захисту 

організації повинні впроваджувати надійні рішення з моніторингу та кібербезпеки, 

забезпечувати постійне навчання та заохочувати співробітників до активного 

повідомлення про підозрілу діяльність…» (Only 41% of Pakistani professionals 

trained against cyber threats: Kaspersky survey // Daily Ausaf 

(https://dailyausaf.com/en/technology/only-41-of-pakistani-professionals-trained-

against-cyber-threats-kaspersky-survey/). 10.12.2025). 

*** 

 

«Кабінет міністрів на чолі з прем'єр-міністром Санае Такаїчі (Sanae 

Takaichi) прийняв нову п'ятирічну стратегію Японії в галузі кібербезпеки, яка 

значною мірою зосереджена на превентивних заходах «активної кіберзахисту» 

для протидії зростаючому ризику атак, що фінансуються державою і 

вважаються серйозною загрозою національній безпеці. Стратегія передбачає 

«постійне накладення витрат» на зловмисників навіть у періоди відсутності атак та 

«проактивне протистояння та стримування кіберзагроз». З метою вдосконалення 
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аналізу національних загроз інформація буде агрегуватися у новоствореному 

Національному офісі з кібербезпеки. Головний секретар кабінету міністрів Мінору 

Кіхара заявив, що метою є досягнення «найвищого рівня пильності у світі» при 

одночасному захисті таємниці комунікацій за допомогою «суворих протоколів та 

умов» використання зібраної інформації, що вирішує проблеми конфіденційності. 

Ця стратегія є наслідком прийняття в травні закону, який запровадив концепцію 

активної кіберзахисту, що дозволяє поліції та Силам самооборони отримувати 

доступ до серверів-джерел та нейтралізувати їх, ґрунтуючись на перегляді 2021 

року, в якому вперше було прямо названо Китай, Росію та Північну Корею як 

основні кіберзагрози». (Japan adopts new cybersecurity strategy focusing on 

preemptive defense // Kyodo News (https://english.kyodonews.net/articles/-/67362). 

23.12.2025). 

*** 

 

«Скандинавські компанії, що розширюються на швидкозростаючий 

азіатський ринок, стикаються з серйозною та зростаючою загрозою 

кібербезпеки, оскільки в 2024 році на Азіатсько-Тихоокеанський регіон 

припадало 34% глобальних кіберінцидентів, а збитки від порушень безпеки 

коштували компаніям до 4,88 мільйона доларів. Це складне середовище 

характеризується великим обсягом складних атак, зокрема програм-вимагачів та 

фішингу (що становлять 16% усіх атак), а також слабким законодавством у деяких 

країнах. Крім того, людська помилка залишається основною вразливістю, 

відповідальною за 60% атак, проте лише 47% місцевих малих і середніх 

підприємств повністю усвідомлюють ці ризики… 
Для посилення кіберзахисту Азії обов'язково потрібно застосовувати 

стратегічний та локалізований підхід. Компанії повинні створити достатні 
бюджети, перетворити технічні ризики на вплив на бізнес та надати пріоритет 
дотриманню вимог, розуміючи та дотримуючись унікальних регуляторних вимог 
кожної країни. Захисні заходи повинні бути спрямовані на зменшення людських 
помилок та фішингу за допомогою обов'язкової багатофакторної автентифікації 
(MFA), регулярних навчань з фішингу та цілеспрямованого локалізованого 
навчання персоналу, що проводиться місцевими мовами. Важливо, що компанії 
повинні застосовувати сувору стратегію «нульової довіри», припускаючи, що всі 
користувачі та пристрої є небезпечними до моменту їх перевірки, дотримуючись 
принципу мінімальних привілеїв та впроваджуючи сегментацію мережі. Захист 
повинен поширюватися на сторонні та хмарні з'єднання шляхом вимагання 
використання VPN, перевірки постачальників на договірній основі та 
підтвердження безпечних конфігурацій. Нарешті, організації повинні 
впроваджувати та постійно тестувати заходи реагування на інциденти, такі як 
шифрування даних та резервне копіювання (відповідно до правила 3-2-1), а також 
постійно оновлювати свої системи за допомогою технологій безпеки на основі 
штучного інтелекту, щоб забезпечити постійне вдосконалення та стійкість до нових 
загроз». (How Scandinavian Companies Operating in Asia Can Strengthen Their 
Cyber Defenses // Scandasia (https://scandasia.com/how-scandinavian-companies-
operating-in-asia-can-strengthen-their-cyber-defenses/). 17.12.2025). 

*** 

 



 75 

«Міністерство цифрових технологій Малайзії повідомило, що станом на 

вересень цього року до Cyber999, підрозділу CyberSecurity Malaysia, надійшло 

загалом 5735 повідомлень про кіберінциденти, що на понад 1000 випадків 

більше, ніж за аналогічний період минулого року, що підтверджує, що цифрові 

загрози стали повсякденною реальністю. За словами генерального секретаря 

Фабіана Бігара, ці інциденти охоплюють різні загрози, включаючи шахрайство, 

порушення безпеки даних, атаки зловмисного коду та спроби вторгнення, і 

спрямовані проти всіх користувачів Інтернету. Ця ситуація ще більше 

підкреслюється повідомленням Королівської поліції Малайзії про значне 

збільшення кількості випадків онлайн-шахрайства, зокрема телекомунікаційного 

шахрайства, в яких постраждали тисячі жертв, а збитки по всій країні оцінюються в 

понад 700 мільйонів малайзійських ринггітів… Бігар підкреслив, що, хоча 

«Карнавал цифрової обізнаності 2025» забезпечує необхідну інформацію про 

заходи кібербезпеки та безпечні цифрові практики для побудови більш стійкого 

суспільства, План дій штату Перак у сфері цифрової економіки до 2030 року 

одночасно зосереджений на зміцненні цифрової інфраструктури, підвищенні 

ефективності державного управління та розширенні можливостей бізнесу та 

суспільства за допомогою таких ініціатив, як розширення доступу до цифрових 

технологій у сільській місцевості та просування безготівкових платежів». (Over 

5,000 cyber incidents reported in 2025 // The Star 

(https://www.thestar.com.my/news/nation/2025/12/21/over-5000-cyber-incidents-

reported-in-2025#goog_rewarded). 21.12.2025). 

*** 

 

«Неухильне розширення цифрових технологій в Індії — платежі UPI, 

підприємства, що використовують хмарні технології, підключені до мережі 

державні служби, впровадження штучного інтелекту — збільшило площу 

атаки швидше, ніж захист може встигати за цим темпом. У 2025 році кожна 

індійська організація зазнає приблизно 2000 кібератак на тиждень, що на 96 % 

перевищує середній світовий показник, що ставить країну в ряд найбільш 

уразливих держав світу… 

Ключові показники 

• Кількість зареєстрованих інцидентів зросла з 1 млн (2022 р.) до 2,27 млн 

(2024 р.) і продовжує зростати. 

• Збитки від кібершахрайства (переважно фішинг-шахрайство з 

використанням UPI, фейкові відео з використанням штучного інтелекту та SIM-

свопи) перевищують 364,5 млрд рупій. 

• Кількість виявлених випадків крадіжки інформації зросла на 58 %; від 

викрадачів даних страждають 7–10 % організацій, а в освітній сфері цей показник 

досягає 12 %... 

• Неправильна конфігурація хмарних сервісів є причиною 34 % порушень 

безпеки; лише 9 % компаній виявляють порушення безпеки хмарних сервісів 

протягом години. 
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• Надмірна кількість інструментів (71 % компаній використовують понад 10 

продуктів для забезпечення безпеки хмарних сервісів) призводить до втоми від 

сповіщень; 76 % шкідливих файлів все ще надходять електронною поштою. 

• 76 % атак зараз походять з інфраструктури, розміщеної в США; лише 

Lumma Stealer заразив 44 000 індійських ПК з Windows за три місяці… 

У фокусі уваги: освіта 

Школи та університети щотижня зазнають близько 4250 атак, спричинених 

застарілими системами, слабким контролем ідентичності та відкритими мережами. 

Ботнети, інфокрадії, банківські трояни та програми-вимагачі використовують 

напругу під час іспитів; 78 % установ мають недоліки в розкритті інформації. 

Еволюція тактики 

Банди, що вимагають викуп, тепер віддають перевагу крадіжці даних і 

вимаганню, а не шифруванню. Ідентичність стала новим периметром: після 

викрадення облікових даних гібридні ІТ/ОТ-середовища дозволяють швидко 

переміщатися вбік. У сфері ігор кількість файлів, що містять програми для 

викрадення інформації, на початку 2025 року зросла на 180 %. Зловмисники 

використовують штучний інтелект для глибокої підробки та автоматичного 

фішингу; захисники протидіють їм за допомогою кореляції та прогнозування на 

основі штучного інтелекту, що робить 2025 рік змаганням «ШІ проти ШІ»… 

Парадокс хмари 

Швидка міграція забезпечує масштабування, але також призводить до 

порушень базової гігієни: відкриті контейнери, витік токенів, надто дозвільні API. 

Фрагментована система управління та розрізнені інструменти уповільнюють 

виявлення та усунення проблем. 

Стратегічні наслідки 

Кібербезпека більше не може бути ізольованою сферою ІТ. Слабкість Індії 

полягає у фрагментації інструментів, управління та відповідальності. Стійкість 

залежить від контролю ідентичності на основі моделі «нульової довіри», 

постійного моніторингу, аналізу загроз за допомогою штучного інтелекту та 

швидкого відновлення, а не від запобігання кожному порушенню. Цифрові амбіції 

та вразливість країни зростають паралельно; усунення цього розриву зараз є 

визначальним викликом для керівництва…» (Poonam Mondal. India faces over 

2,000 cyberattacks weekly per organization in 2025: What it reveals about India’s 

digital vulnerability // ET Edge Insights (https://etedge-insights.com/technology/cyber-

security/india-faces-over-2000-cyberattacks-weekly-per-organization-in-2025-what-it-

reveals-about-indias-digital-vulnerability/). 23.12.2025).  

*** 

 

Країни Африки 

 

«У третьому кварталі 2025 року в Нігерії відбувся різкий сплеск 

кіберзагроз: кількість випадків порушення безпеки даних зросла на 1047% 

порівняно з попереднім кварталом. Згідно з доповіддю Esentry Eagle's Eyes за 

третій квартал 2025 року, в середньому в країні відбувалося 6101 атака на тиждень, 
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що свідчить про рішучий перехід до високотехнологічних кампаній, спрямованих 

на отримання особистих даних і націлених на високоцінні установи, зокрема у 

сфері фінансових технологій… 

Зловмисники все частіше обходять технічні вразливості та проникають у 

корпоративні системи, використовуючи дійсні облікові дані, які часто отримують із 

минулих витоків або неактивних службових облікових записів, застарілих 

ідентифікаційних токенів та пропущених прав доступу, що залишаються активними 

після звільнення співробітників. Ця стратегія дозволяє зловмисникам закріпитися 

та таємно готуватися до вилучення даних у великих обсягах, маскуючись під 

законну діяльність користувачів… 

Головний комерційний директор Esentry Гболабо Авелева підкреслив, що 

Нігерія зараз стикається з організованою, терплячою і точне кіберзлочинністю, що 

відображає глобальні тенденції, але з незвичайною інтенсивністю через швидку 

цифровізацію і непослідовне управління ідентифікацією. У звіті робиться висновок, 

що ідентичність стала «новою точкою входу» та «найменш захищеною 

поверхнею». Нігерійським організаціям настійно рекомендується терміново 

переоцінити свої системи безпеки, надати пріоритет постійному контролю 

ідентичності та впровадити моделі, здатні виявляти зловживання обліковими 

даними, щоб створити стійкість до загроз, які, за прогнозами, визначатимуть 

наступний рік». (OLAMIDE OJUOKAIYE. Cyber Threats Spike In Nigeria, Surge By 

1,047% // Leadership Media Group  (https://leadership.ng/cyber-threats-spike-in-

nigeria-surge-by-1047/). 03.12.2025). 

*** 

 

«Згідно з новими даними Управління зв'язку (CA), у першому кварталі 

фінансового року в Кенії зафіксовано різке зниження кількості кіберзагроз, 

при цьому кількість атак зменшилася на 81,6 відсотка до 842,3 мільйона 

інцидентів.  

Зниження відбувається після сплеску в 4,6 мільярда загроз у попередньому 

кварталі.  

Незважаючи на різке падіння, регулятори стверджують, що середовище 

загроз залишається нестабільним, а організації все ще піддаються впливу 

вразливостей, що експлуатуються через застарілі системи, слабкі паролі та погану 

кібергігієну.  

 «Національна група KE-CIRT/CC виявила 842,3 мільйона кіберзагроз 

протягом кварталу», – зазначає CA.  

Кількість попереджень зросла до 20 мільйонів завдяки регулярним 

оновленням системи, контролю доступу та посиленню інструментів безпеки.  

Системні вразливості становили основну частину виявлених загроз – 776,5 

мільйона випадків, навіть попри те, що кількість шкідливих програм, атак методом 

грубої сили та DDoS-атак скоротилася на двозначні цифри.  

Цей зсув показує, що зловмисники все частіше націлюються на слабкі точки 

входу в корпоративні системи, а не на широкомасштабні атаки з великим обсягом 

даних.  
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Кількість попереджень, виданих національним центром кіберреагування, 

зросла на 15,5 відсотка до 19,95 мільйона, що сигналізує про посилене втручання, 

щоб допомогти організаціям виправити слабкі місця, вдосконалити брандмауери та 

посилити процеси автентифікації…» (Phidel Kizito. Kenya: Cyberattacks Down 82pc 

but Threat Still There, Ca Warns // AllAfrica 

(https://allafrica.com/stories/202512080467.html). 08.12.2025).  

*** 

 

«Тайво Акінремі, генеральний директор Compsoftnet Technologies, 

виступив із застереженням, що критична національна інфраструктура Нігерії, 

включаючи енергомережу, банки та лікарні, стикається з потенційною 

загрозою глобальних кібератак, і закликав федеральний уряд та фінансові 

установи негайно модернізувати свої системи захисту. Акінремі підкреслив, що 

залежність сучасного світу від цифрових систем, які контролюють фізичну 

реальність, зробила критичну інфраструктуру (СІ) «новою лінією фронту в 

геополітичному конфлікті», що становить існувальну загрозу для національної 

безпеки, економіки та громадського здоров'я… Основна проблема захисту цих 

секторів полягає в їх глибокій взаємопов'язаності та взаємозалежності, де невелика, 

на перший погляд незначна зміна може спричинити ланцюгову реакцію в 

нелінійній системі, що призведе до руйнівних наслідків, таких як забруднення 

водопостачання або параліч служб екстреної допомоги. Акінремі виступає за відхід 

від традиційних моделей безпеки на користь системного підходу як основи 

оборони. Ця системна стратегія оборони необхідна для виявлення нелінійних 

взаємозалежностей, ідентифікації сліпих зон у конвергенції ІТ/ОТ та вимірювання 

зрілості стійкості з науковою точністю, що може бути підтверджено в 

спеціалізованих тестових середовищах кібербезпеки. Він дійшов висновку, що час 

ізольованої, реактивної безпеки минув, і необхідні термінові дії для впровадження 

системної стійкості проти експлуатації складності». (Adeyemi Adepetun. FG urged 

to protect power grids, others against global cyber threats // GUARDIAN Newspapers  

(https://guardian.ng/technology/fg-urged-to-protect-power-grids-others-against-global-

cyber-threats/). 24.12.2025). 

*** 

 

Інші країни 

 

«Кібернетична та ШІ екосистема Ізраїлю не тільки залишилася стійкою 

під час конфліктів, але й процвітала, що свідчить про національну стратегію, 

яка використовує кризу як каталізатор інновацій. Це лідерство базується на 

трьох основних елементах: інженерній стійкості, стратегічному людському капіталі 

та культурі терміновості… 

Резильєнтність за замовчуванням: кіберінфраструктура Ізраїлю, від 

Національного кібердиректорату до децентралізованих оперативних структур, 

спроектована з урахуванням надмірності та швидкого реагування. Під час 

конфлікту координація між урядом і промисловістю в режимі реального часу 
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забезпечує безперебійну роботу критичної інфраструктури. Ця системна 

резильєнтність була доведена в жовтні 2024 року, коли компанії підтримували 

цілодобові оборонні операції, навіть перенісши їх у підвал готелю, в той час як 

третина їхнього персоналу перебувала на резервній службі… 

Людський капітал як стратегічна інфраструктура: Найбільшим надбанням 

Ізраїлю є його кадровий резерв, який використовує національні програми та елітні 

підрозділи Збройних сил Ізраїлю (такі як підрозділ 8200) як потужні прискорювачі, 

що готують гнучких експертів світового класу. Цей кадровий резерв дозволяє 

швидко реагувати на інциденти, про що свідчить швидке розгортання інструментів 

для європейських судноплавних компаній, які постраждали від програм-вимагачів 

у 2025 році… 

Терміновість породжує інновації: Криза діє як стимулюючий фактор, 

прискорюючи розвиток нових платформ для аналізу загроз, інструментів виявлення 

на основі штучного інтелекту та безпечних систем комунікації в терміни, які були б 

немислимими в стабільних умовах. Ця культурна ментальність перетворення 

обмежень на прискорення зараз визначає траєкторію розвитку Ізраїлю в галузі 

штучного інтелекту, де те саме протистояння, яке використовується в кіберзахисті, 

застосовується для забезпечення надійності моделей та безпечного впровадження. 

Цей імпульс підтверджується потоком капіталу: ізраїльські кіберкомпанії 

залучили 3,79 млрд доларів у 2024 році (на 56% більше, ніж у 2023 році) і 

зафіксували 20 виходів на суму 59 млрд доларів за перші вісім місяців 2025 року, 

включаючи великі придбання Google і Palo Alto Networks. Ізраїльська модель 

пропонує дорожню карту для світових лідерів, демонструючи, що стратегічні 

інвестиції в людей, архітектуру та культуру терміновості створюють стійку 

конкурентну перевагу в непередбачуваному світі…» (Isaac Ben-Israel. Built in 

Crisis: The Strategic Playbook Behind Israel’s Cybersecurity Leadership // The Times 

of Israel (https://blogs.timesofisrael.com/built-in-crisis-the-strategic-playbook-behind-

israels-cybersecurity-leadership/). 08.12.2025). 

*** 

 

«У грудні 2025 року Республіка Сербія прийняла новий Закон про 

інформаційну безпеку («Сербський NIS2»), що є значною законодавчою 

реформою, спрямованою на гармонізацію національної системи кібербезпеки з 

Директивою ЄС NIS2. З 1 січня 2027 року закон розширює регуляторний нагляд, 

класифікуючи операторів ІКТ-систем особливого значення на дві категорії: 

оператори, що мають важливе значення (наприклад, енергетика, транспорт, 

банківська справа, охорона здоров'я, цифрова інфраструктура) та оператори, що 

мають важливе значення (наприклад, пошта, управління відходами, електронна 

комерція, виробництво)… 

Нова система вводить офіційні зобов'язання з управління, вимагаючи від 

операторів встановлення політики інформаційної безпеки та політики оцінки 

ризиків на основі узгодженої методології Національного центру реагування на 

інциденти інформаційної безпеки (CERT). Технічні заходи відповідають 

принципам ISO 27001:2022 і охоплюють безпечну конфігурацію, контроль доступу 

та безперебійність бізнесу. Закон також встановлює структуровану чотирирівневу 
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систему класифікації інцидентів і вимагає суворого звітування, включаючи негайне 

або 24-годинне повідомлення про значні інциденти… 

Важливою інституційною зміною є створення з 1 січня 2027 року Управління 

з інформаційної безпеки, яке буде виконувати функції Національного центру 

реагування на інциденти в області інформаційної безпеки (CERT), управляти 

національною базою даних про вразливості та координувати реагування на 

серйозні інциденти. До цього часу ці функції залишаються в компетенції 

Управління з інформаційних технологій державного управління. Після прийняття 

урядового декрету (очікується до кінця 2025 року) організації, на які поширюється 

дія закону, повинні класифікувати себе та зареєструватися протягом 90 днів. 

Недотримання вимог, включаючи нереєстрацію, неповідомлення про інциденти або 

невиконання заходів безпеки, тягне за собою штрафи для операторів, що надають 

послуги загального значення, у розмірі до приблизно 17 000 євро, а для операторів, 

що надають важливі послуги, — до 8550 євро, причому відповідальність 

поширюється на відповідальних осіб». (Nadežda Miljanović. NIS2 and the New 

Serbian Law on Information Security // Kinstellar (https://www.kinstellar.com/news-

and-insights/detail/3904/nis2-and-the-new-serbian-law-on-information-security). 

12.2025). 

*** 

 
«За даними венчурної компанії YL Ventures, ізраїльські стартапи в 

галузі кібербезпеки залучили в 2025 році безпрецедентні 4,4 млрд доларів 
США, що на 9 % більше, ніж у 2024 році. Капітал був розподілений між 130 
угодами проти 89 у минулому році, що свідчить про більш глибоку та широку 
діяльність. За кількістю переважали раунди початкового фінансування — 71 раунд 
на суму близько 680 мільйонів доларів — за ними йшли 50 траншів серій A і B, 
кожен з яких приніс приблизно 920 мільйонів доларів, і дев'ять раундів пізнішої 
стадії (серія C+), які разом забезпечили близько 1,9 мільярда доларів. Американські 
інвестори очолили 44 угоди початкового фінансування, ізраїльські — 35, а 13 були 
спільними. Як і очікувалося, стартапи в галузі безпеки штучного інтелекту 
викликали підвищений інтерес (12 раундів фінансування на початковій стадії, 
порівняно з вісьмома), а компанії, що займаються безпекою кінцевих точок, зросли 
з одного раунду фінансування на початковій стадії в 2024 році до 11 цього року… 
Значні інвестиції в такі компанії, як Armis, Cato Networks, Cyera, Dream та Island, 
сприяли зростанню загальних показників, а частина цих нових коштів вже 
використовується для фінансування придбань. За останнє десятиліття YL Ventures 
зафіксувала зростання щорічного фінансування кібербезпеки в Ізраїлі на понад 500 
%, середній розмір початкових інвестицій зріс з 2,9 млн до 9,6 млн доларів, а 
кількість угод за рік збільшилася з 72 до 130. Аналітик Ор Салом каже, що ці 
цифри свідчать про те, що екосистема зараз регулярно продукує провідні в своїй 
категорії компанії світового масштабу, а не лише потужні технології. Повні деталі 
будуть опубліковані в звіті YL Ventures «Стан кібернації 2025» в січні 2026 року». 
(Eduard Kovacs. Israeli Cybersecurity Funding Hits $4.4 Billion Record High // Wired 
Business Media (https://www.securityweek.com/israeli-cybersecurity-funding-hits-4-4-
billion-record-high/). 10.12.2025).  

*** 
 



 81 

«Цифрова експансія на Близькому Сході — розумні міста, пріоритет 

хмарних технологій, зростання фінтех-сектору — збільшила площу атаки в 

регіоні: 18 % глобальних інцидентів, зафіксованих Obrela в першому півріччі 

2025 року, торкнулися місцевих організацій. SOC компанії Obrela проаналізував 

16,8 ПБ телеметричних даних і 876 000 сповіщень, щоб підтвердити лише 11 351 

реальних атак, що ілюструє проблему обсягу/шуму. Штучний інтелект звужує цей 

воронку, але Марк Морланд, виконавчий віце-президент Obrela у регіоні MENA, 

попереджає, що це не є автономним панацеєю: моделі змінюються, видають 

помилкові спрацьовування і пропускають тактики, специфічні для регіону, якщо 

люди не налаштовують їх постійно. Супротивники з Перської затоки 

використовують інші мови, інфраструктуру та поведінкові сигнали, ніж їхні колеги 

з США/ЄС, тому «універсальна» модель не працює… 

Отже, майбутній SOC є гібридним: ШІ прискорює виявлення та сортування; 

кваліфіковані аналітики застосовують регіональний контекст, перевіряють 

результати та приймають рішення на основі ризиків, що є надзвичайно важливим 

для енергетичного, фінансового та державного секторів, де конвергенція OT/IT та 

правила суверенітету даних додають складності. Тому Близький Схід потребує 

більш потужного кадрового резерву кіберфахівців, здатних інтерпретувати 

висновки ШІ. Коротко кажучи, ШІ може прогнозувати та масштабувати, але тільки 

люди можуть охопити загальну картину… 

Організації Близького Сходу все частіше використовують штучний інтелект 

(ШІ) у кіберзахисті в міру розширення своєї цифрової інфраструктури. Згідно з 

доповіддю Obrela «Цифровий всесвіт», ШІ відіграє вирішальну роль в обробці 

величезних обсягів даних, що дозволило в першій половині 2025 року звузити коло 

876 000 сповіщень до 11 351 підтверджених атак… 

Крім того, ШІ не замінює необхідність людської експертизи; кваліфіковані 

аналітики є необхідними для інтерпретації даних ШІ та прийняття обґрунтованих 

рішень щодо безпеки. Регіональний контекст має вирішальне значення, оскільки 

загрози на Близькому Сході можуть відрізнятися від загроз в інших регіонах. Для 

врахування регіональних нюансів рекомендується гібридний підхід до безпеки, що 

поєднує ШІ з людським наглядом, особливо в таких секторах, як енергетика та 

фінанси, де суверенітет даних та конвергенція OT/IT додають складності. 

Незважаючи на зростання, ситуація з загрозами залишається складною: 

найчастіше зустрічаються атаки методом грубої сили, сканування вразливостей та 

зловмисні індикатори. Кіберзлочинці все частіше використовують автоматизовані 

методи в поєднанні з тактиками прихованого вторгнення». (Andrea Benito. Why the 

Middle East needs hybrid, human-led cyber security in the age of AI // TechTarget, 

Inc.  (https://www.computerweekly.com/feature/Why-the-Middle-East-needs-hybrid-

human-led-cyber-security-in-the-age-of-AI). 22.12.2025). 

*** 
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Кіберстрахування 

 

«…Постачальник кіберстрахування Coalition Inc. розширює свої поліси, 

щоб покрити зростаючу загрозу, яку становлять фейкові відео, створені за 

допомогою штучного інтелекту. Нова послуга компанії «Deepfake Response 

Endorsement», яка зараз пропонується в США, Великобританії, Канаді, Австралії, 

Німеччині, Данії, Швеції та Франції, компенсує збитки, коли сфабриковані аудіо- 

або відеоролики шкодять репутації компанії або маніпулюють ціною її акцій — 

наприклад, фальшиве відео генерального директора, який робить провокаційні 

заяви… Окрім відшкодування збитків, додаток надає пакет послуг: 

криміналістичний аналіз спеціалізованими компаніями для перевірки підробки, 

юридична допомога для примусового видалення інформації з Інтернету та 

підтримка в кризових ситуаціях від експертів з PR. Головний страховий агент Тіаго 

Енрікес заявив, що мета полягає в тому, щоб допомогти компаніям «реагувати на ці 

потенційно шкідливі ситуації та відновлюватися після них». Запуск відбувся після 

того, як у листопаді Coalition придбала провайдера послуг з керованого виявлення 

та реагування Wirespeed Inc., чиї можливості MDR, що працюють цілодобово, 

будуть інтегровані з Active Data Graph та інструментами управління ризиками 

Coalition для боротьби з швидкоплинними кіберзагрозами». (Duncan Riley. 

Coalition expands cyber insurance to cover deepfake-driven reputation attacks // 

SiliconANGLE Media Inc. (https://siliconangle.com/2025/12/09/coalition-expands-

cyber-insurance-cover-deepfake-driven-reputation-attacks/). 09.12.2025). 

*** 

 

 
Кібервійни та протидія зовнішній кібернетичній агресії 

 

«Дослідження Центру досліджень безпеки швейцарського університету 

ETH Zurich під назвою «Подолання останньої межі: кібероперації проти 

космічного сектору» показує, що з моменту початку війни між Ізраїлем і 

Хамасом у жовтні 2023 року кіберпростір став все більш суперечливим 

фронтом, на якому космічний сектор тепер є видимою ціллю. До середини 2025 

року дослідники зафіксували 237 кібероперацій проти космічних організацій, 

причому близько третини з них відбулися під час 12-денної війни між Ізраїлем та 

Іраном у червні, коли активність досягла піку в 72 операції за один місяць, а атаки 

стали дещо більш витонченими, головним чином завдяки можливостям, пов'язаним 

з Іраном… Близько 71% інцидентів становили розподілені атаки типу «відмова в 

обслуговуванні» (DDoS), решта – несанкціонований доступ і продаж даних, витоки 

та порушення даних, вторгнення, а також невелика кількість випадків 

використання програм-вимагачів і псування веб-сайтів. Усі операції були 

спрямовані на наземні системи та організації, що займаються проектуванням, 

виробництвом, експлуатацією та використанням космічних послуг, такі як 

аерокосмічні та оборонні компанії, інфраструктура VSAT та GNSS, а також 

ізраїльські системи повітряної та морської навігації, а не на супутники на орбіті…  
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Загалом було атаковано 77 організацій, серед яких ізраїльські компанії Rafael 

Advanced Defense Systems, Elbit Systems, Israel Aerospace Industries та Israel Space 

Agency, а також міжнародні організації, такі як NASA та Starlink. Однак у 

дослідженні зроблено висновок, що ці кібератаки мали незначний або взагалі не 

мали прямого впливу на військові операції на полі бою і, судячи з усього, були 

скоріше символічним актом дестабілізації та пропагандою, ніж оперативною 

необхідністю. Не було виявлено жодних доказів того, що Хамас або офіційні 

кіберпідрозділи Ізраїлю безпосередньо атакували космічний сектор.  

Дослідники виявили 73 різних суб'єктів загрози, переважно 

пропалестинських хактивістів та принаймні одну проізраїльську групу, і зазначили, 

що 68% цільових об'єктів були ізраїльськими, а решта — переважно з США, 

Великої Британії, Індії та ОАЕ. Вони також зауважили, що кібервимір конфлікту в 

Газі поєднався з паралельним протистоянням між Ізраїлем та Іраном, а 

пропалестинські групи налагодили зв'язки з проросійськими суб'єктами та 

запозичили тактику з російсько-української війни, включаючи DDoS-кампанії, 

дефейсинг та перепрофільовані інструменти. ETH Zurich попереджає, що 

інциденти, які стали відомими громадськості, ймовірно, є лише частиною загальної 

діяльності, і що хактивісти все більше цікавляться космічними системами, навіть 

шукаючи засоби для безпосереднього нападу на супутники. Ця тенденція може 

мати серйозні наслідки в разі будь-якого майбутнього конфлікту між космічними 

та кіберпотугами, такими як США та Китай… 

Для Ізраїлю ці висновки підтверджують те, що Аві Бергер, глава Управління 

космічної програми Міністерства оборони, назвав нагальною необхідністю 

інвестувати в збереження космічної переваги: він зазначив, що супутникова група 

Ізраїлю відіграла вирішальну роль до, під час і після операції «Підйом лева» проти 

Ірану, забезпечуючи безперервну високоякісну зйомку десятків мільйонів 

квадратних кілометрів і безпечний зв'язок для підтримки цілевказівки та операцій у 

режимі реального часу. Загалом, дослідження є одночасно попередженням і 

закликом до дії: хоча практичний вплив останніх кіберкампаній на космічний 

сектор поки що є обмеженим, супутники та екосистеми, що їх підтримують, є як 

критично важливою інфраструктурою, так і символами національного престижу, 

що робить їх дедалі привабливішими цілями в сучасній гібридній війні». (ANNA 

AHRONHEIM. Pro-Palestinian hacktivists launched hundreds of cyberattacks on 

Israeli space sector // Jpost Inc.  (https://www.jpost.com/defense-and-tech/article-

879045). 03.12.2025). 

*** 

 

«…Російські зловмисники, що підтримуються державою, зокрема група 

Calisto, пов'язана з Центром 18 ФСБ (військова частина 64829), проводять 

дедалі більш витончені шпигунські кампанії на основі фішингу проти 

дослідницьких організацій NATO, NGO та аналітичних центрів у країнах, що 

підтримують Україну та Східну Європу. Група використовує тактику 

соціального інжинірингу ClickFix, розсилаючи фішингові листи, що імітують 

повідомлення від надійних контактів, та здійснюючи багатоетапні атаки за 

допомогою шкідливих посилань, розміщених на зламаних серверах. Жертв 
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заманюють за допомогою листів-приманок із відсутніми вкладеннями, що спонукає 

їх до взаємодії, після чого зловмисники доставляють шкідливі програми за 

допомогою PHP-скриптів та шкідливого JavaScript… 

Аналітики Sekoia виявили спеціальний фішинговий набір, розміщений на 

сайті account.simpleasip[.]org, який спеціально націлений на акаунти ProtonMail і 

використовує техніку «Adversary-in-the-Middle». Набір змушує курсор 

фокусуватися на полях для введення пароля кожні 250 мілісекунд, перешкоджаючи 

навігації, одночасно передаючи облікові дані до API, контрольованих 

зловмисниками. Незважаючи на публічне викриття, Calisto продовжує розвивати 

свою інфраструктуру, використовуючи реєстраторів Namecheap і проксі-сервіси, 

такі як Big Mama Proxy, підтримуючи постійні операції проти гуманітарних 

організацій і захисників свободи преси, що відповідають цілям російської 

розвідки…» (Tushar Subhra Dutta. Russian Calisto Hackers Target NATO Research 

Sectors with ClickFix Malicious Code // Cyber Security News 

(https://cybersecuritynews.com/russian-calisto-hackers-target-nato-research-sectors/). 

05.12.2025). 

*** 

 

«Кібер-агентства США та їх союзників попереджають, що слабо 

організовані проросійські хактивістські угруповання все частіше проникають 

в операційні технології (ОТ) — водоочисні станції, підприємства харчової 

промисловості, енергетичні об'єкти — шляхом сканування Інтернету на 

наявність незахищених VNC або інших інтерфейсів «людина-машина» та 

підбору слабких паролів методом грубої сили. Такі групи, як Cyber Army of 

Russia Reborn, NoName057(16), Sector16 та їхня дочірня організація Z-Pentest, 

використовують готові розвідувальні інструменти, а потім публікують скріншоти в 

соціальних мережах з пропагандистською метою; тим не менш, їм вдалося змінити 

параметри пристроїв, вимкнути сигналізацію та змусити операторів проводити 

дороге ручне відновлення. CISA, ФБР, АНБ та міжнародні партнери заявляють, що 

деякі з цих угруповань отримують пряму або непряму підтримку від російських 

державних структур і значно зросли з 2022 року… 
Спільна рекомендація закликає власників активів припустити 

компрометацію, якщо будь-яка система OT підключена до Інтернету з 
використанням стандартних або простих облікових даних, і вжити негайних 
заходів. Рекомендовані заходи захисту включають відключення OT-активів від 
публічних мереж, впровадження надійної або багатофакторної аутентифікації, 
ведення точних карт активів і потоків даних, сегментацію мереж із суворими 
правилами брандмауера, оновлення програмного забезпечення та відпрацювання 
ручних операцій на випадок надзвичайних ситуацій. Нік Андерсен із CISA додає, 
що виробники повинні впроваджувати принципи безпечного проектування, щоб 
запобігати таким низькокваліфікованим, але руйнівним атакам, перш ніж вони 
переростуть в інциденти з більш серйозними фізичними наслідками». (Alessandro 
Mascellino. Pro-Russia Hackers Target US Critical Infrastructure in New Wave // 
Reed Exhibitions Ltd. (https://www.infosecurity-magazine.com/news/russia-hackers-
target-us-critical/). 10.12.2025). 

*** 
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«Незважаючи на репутацію Ізраїлю як світової кіберпотуги, хакери, 

пов'язані з його головним супротивником, Іраном, провели серію успішних 

шпигунських кампаній «хак і витік», використовуючи відомі, прості 

вразливості в установах, які не визначені як критична інфраструктура, таких 

як лікарні. Ці атаки, які часто включають базовий фішинг або сканування мережі, 

призвели до ганебних витоків даних, включаючи паспортну інформацію 

ізраїльських генералів та американських/індійських чиновників з Національного 

коледжу оборони, а також документи Міністерства юстиції та документи на 

отримання дозволу на зброю… 

Нинішні та колишні ізраїльські кіберфахівці стверджують, що ця вразливість 

є наслідком прогалини в законодавстві: хоча критична інфраструктура (наприклад, 

електроенергетичні підприємства) дотримується високих стандартів кібербезпеки, 

інші важливі установи, зокрема лікарні, не зобов'язані за законом впроваджувати 

заходи кіберзахисту і не можуть бути покарані за невиконання цього обов'язку. 

Експерти підкреслюють, що групи, пов'язані з Іраном, в основному 

використовують відомі вразливості, не маючи можливості виявляти вразливості 

нульового дня. Наприклад, недавній злом особистих даних колишнього прем'єр-

міністра Нафталі Беннета, ймовірно, був здійснений за допомогою простої «заміни 

SIM-карти». 

Ця розбіжність між передовими технологічними наступальними 

можливостями Ізраїлю (такими як Stuxnet та експортовані кіберзброї, наприклад 

Pegasus) та його цивільною нормативною базою стає дедалі більш 

проблематичною. Атаки, які включали проникнення в камери відеоспостереження 

для отримання візуальної інформації в режимі реального часу та порушення роботи 

медичного центру Ziv під час війни в Газі, підкреслюють нагальну необхідність 

прийняття Кнесетом комплексного закону про кібербезпеку, який розширює 

необхідні стандарти безпеки за межі критичної інфраструктури та чітко визначає 

відповідальність за нагляд, щоб запобігти подальшому підриву національної 

безпеки та довіри громадськості з боку груп, пов'язаних з Іраном…» (Anat Peled. 

How a string of hacks embarrassed cyber powerhouse Israel // Dow Jones & Company, 

Inc. (https://www.wsj.com/world/middle-east/israel-iran-cyberattacks-hacks-ddcd10d0). 

22.12.2025). 

*** 

 

«Британський уряд оголосив, що розслідує «кіберінцидент» у 

Міністерстві закордонних справ, Співдружності та розвитку після появи 

повідомлень у ЗМІ про те, що пов'язана з Китаєм хакерська група Storm 1849, 

ймовірно, отримала доступ до тисяч конфіденційних документів, серед яких, 

можливо, є інформація про візи. Міністр торгівлі Кріс Брайант підтвердив, що 

розслідування розпочалося в жовтні, але відкинув повідомлення, що пов'язують 

атаку безпосередньо з Китаєм, і конкретний характер викрадених даних як «чисті 

спекуляції», заявивши, що уряд вважає, що ризик витоку будь-якої особистої 

інформації є «досить низьким»… Ці звинувачення з'явилися в делікатний момент, 

коли уряд прем'єр-міністра Кіра Стармера намагається відновити напружені 
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торговельні та дипломатичні відносини з Пекіном, навіть відклавши рішення щодо 

будівництва нового величезного посольства Китаю в Лондоні через побоювання 

щодо шпигунства. Брайант підкреслив, що Великобританія дотримується 

«прагматичного підходу» до Китаю, «з відкритими очима» співпрацюючи в деяких 

сферах, але водночас висловлюючи Пекіну свої заперечення з інших питань». (UK 

Government Acknowledges It Is Investigating Cyber Incident After Media Reports // 

SecurityWeek ® (https://www.securityweek.com/uk-government-acknowledges-it-is-

investigating-cyber-incident-after-media-reports/). 22.12.2025). 

*** 

 

Створення та функціонування кібервійськ 

 

«Національні сили оборони Південної Африки попереджають, що 

кіберзлочинці не беруть відпусток і що затишшя наприкінці року може стати 

подарунком для зловмисників. Бригадний генерал Ксолані Мабанга, голова 

Кіберкомандування SANDF (Південноафриканські національні збройні сили), каже, 

що соціальна інженерія, фішинг на тему свят, програми-вимагачі та порушення 

безпеки ланцюгів постачання зазвичай різко зростають, коли в офісах мало 

співробітників, команди безпеки змінюються, а персонал починає підключати 

особисті пристрої до офіційних мереж. Державні групи також використовують 

святкову розслабленість, щоб закріпити позиції для довгострокового шпигунства… 

Кіберкомандування, створене в рамках Національної політики кібербезпеки 

для захисту критичної інформаційної інфраструктури Міністерства оборони, 

протидіє цьому шляхом проведення обов'язкових програм підвищення обізнаності, 

спливаючих вікон в інтранеті, брифінгів на базовому рівні та багаторівневих курсів 

з інформаційної безпеки. Технічно це означає посилення моніторингу на 

платформах Системи управління інформацією та подіями безпеки, введення 

суворого контролю доступу, багатофакторної аутентифікації, сегментації мережі та 

жорсткої політики «принеси своє власне обладнання». Підрозділи повинні пройти 

передсвяткові навчання, встановити патчі та створити резервні копії систем, 

опублікувати графіки чергувань, вимкнути неактивні робочі станції та заблокувати 

розважальне обладнання в мережах Міністерства оборони. 

«Сама по собі технологія не захистить країну», – підкреслює Мабанга. 

«Дисципліновані люди, які дотримуються раціональних процесів і використовують 

правильні інструменти, створюють справжню стійкість». Він додає, що кожен 

солдат і цивільний працівник у відомстві є кібер-вартовим на передовій: обережне 

клацання мишкою, надійний пароль або своєчасне повідомлення можуть бути 

єдиним, що стоїть між оборонними системами Південної Африки та порушенням 

безпеки під час святкового сезону…» (SANDF Cyber Command issues festive season 

cybersecurity warning // DefenceWeb (https://defenceweb.co.za/cyber-defence/sandf-

cyber-command-issues-festive-season-cybersecurity-warning/). 10.12.2025). 

*** 
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Кіберзахист критичної інфраструктури 

 

«…Електричні мережі по всьому світу швидко перетворюються на 

інтелектуальні мережі, з великими інвестиціями в цифровізацію, особливо в 

Азіатсько-Тихоокеанському регіоні. Замість того, щоб будувати системи з нуля, 

комунальні підприємства накладають на стару інфраструктуру такі технології, як 

автоматизовані підстанції, інтелектуальні електронні пристрої, мережеві датчики, 

сучасні двосторонні комунікації та SCADA, щоб задовольнити нові потреби, такі як 

великомасштабні відновлювані джерела енергії та розподілені енергетичні ресурси. 

Однак така зв'язність значно розширює площу атаки: середня щотижнева кількість 

кібератак на комунальні підприємства в 2024 році збільшилася в чотири рази 

порівняно з 2020 роком, а значна частина критичної інфраструктури мережі тепер 

доступна через Інтернет. Методи атак є різноманітними і постійно розвиваються: 

від атак типу «відмова в обслуговуванні», які блокують легітимний трафік, до 

шкідливого програмного забезпечення та програм-вимагачів, а також атак на 

синхронізацію часу, які фальсифікують оперативні дані в режимі реального часу… 

У цьому контексті штучний інтелект стає двосічним мечем. З оборонної 

точки зору, ШІ використовується для моніторингу пристроїв, систем та утиліт на 

предмет аномалій, підтримки прогнозування навантаження, виявлення 

несправностей і навіть «самовідновлення». З іншого боку, кіберзлочинці 

використовують ШІ для автоматизації атак, обходу засобів захисту та створення 

надзвичайно переконливих фішингових та соціально-інженерних кампаній. Для 

управління цими ризиками уряди впроваджують такі нормативні акти, як 

Директива ЄС NIS2 та Закон про кіберстійкість, які поширюють зобов'язання з 

кібербезпеки на енергетичні мережі та цифрові продукти. Паралельно з цим 

міжнародні органи стандартизації, зокрема IEC та ISO/IEC, надають технічні 

рамки: стандарт IEC 62351 описує, як забезпечити безпеку в мережевих системах та 

операціях (що охоплює автентифікацію даних, контроль доступу, захист від 

прослуховування та виявлення вторгнень), а стандарт IEC 62443 визначає, яким 

заходам кібербезпеки повинні відповідати системи промислової автоматизації та 

управління в критичній інфраструктурі, і адаптується до конкретних потреб 

енергетичного сектору. Стандарти ISO/IEC 27000, які традиційно зосереджуються 

на інформаційній безпеці в ІТ, все частіше доповнюються галузевими 

рекомендаціями, такими як ISO/IEC 27019 для енергетичних підприємств, що 

відображає розмитість межі між ІТ та ОТ. 

Атомна енергетика додає додатковий рівень чутливості, оскільки 

електростанції стають все більш цифровими. Успішна атака може не тільки 

порушити роботу енергомережі, але й, у найгіршому випадку, поставити під 

загрозу безпеку реактора. У цьому питанні Міжнародна електротехнічна 

комісія (IEC) тісно співпрацює з Міжнародним агентством з атомної енергії через 

експертні групи, такі як TWG-NPPIC, і розробила стандарти, такі як IEC 62645, для 

запобігання або пом'якшення кібератак на ядерні прилади та системи управління. 

Цей стандарт відповідає IEC 62443 і встановлює комплексні вимоги до життєвого 

циклу та організаційної безпеки… 
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Загалом, забезпечення безпеки інтелектуальних, дедалі більш складних 

енергетичних систем є постійною гонкою з швидкоплинними супротивниками та 

технологіями. Наразі сектор має потужний інструментарій у вигляді законів, 

нормативних актів та технічних стандартів, але ці рамки необхідно постійно 

оновлювати та впроваджувати на практиці шляхом тісної співпраці між 

регуляторними органами, операторами та технічними експертами, щоб вони могли 

йти в ногу з дедалі більш витонченими кіберзагрозами». (Keeping the smart grid 

cyber secure // pv magazine (https://www.pv-magazine.com/2025/12/05/keeping-the-

smart-grid-cyber-secure/). 05.12.2025). 

*** 

 

«…Десятирічний досвід України у захисті своєї енергосистеми, 

банківської системи та цифрової інфраструктури від безперервних російських 

кібератак, які часто супроводжуються фізичними ударами, пропонує світові 

реальний план дій щодо забезпечення кіберфізичної стійкості. Кібератаки 2015–

2016 років, які спричинили перші в історії загальнонаціональні відключення 

електроенергії, викликані шкідливим програмним забезпеченням, виявили як 

вразливість цифрових систем, так і несподівану перевагу аналогових резервних 

систем: інженери вручну ізолювали сегменти мережі та відновили 

електропостачання за допомогою механічних перемикачів і локального 

управління… 

Основні уроки включають відмову від виключно цифрової модернізації на 

користь гібридних архітектур, що поєднують цифрову ефективність з аналоговою 

надмірністю, фізичною сегментацією та ручним перемиканням. Національний банк 

України продемонстрував цінність інституційної автономії, швидких оновлень 

регуляторних норм та ініціатив, таких як Power Banking — відділення, оснащені 

резервним живленням, супутниковим зв'язком та можливостями офлайн-

транзакцій, що забезпечують безперебійність фінансових операцій під час 

відключень електроенергії… 

Щоб витримати змішану кіберкінетичну війну, стійкість повинна ставити на 

перше місце підтримку основних послуг навіть у разі успішних порушень. Це 

вимагає децентралізованого прийняття рішень, створення галузевих підрозділів 

реагування на інциденти, обов'язкового обміну інформацією між державним і 

приватним секторами, а також інвестицій у мікромережі, системи резервного 

копіювання та зміцнену інфраструктуру. Випробувана в боях модель України, що 

поєднує технічну надмірність, оперативну автономію та людський досвід, дозволяє 

їй очолити міжнародні зусилля з формування доктрини НАТО та ЄС, програм 

навчання та глобальних стандартів стійкості інфраструктури в епоху ескалації 

гібридних загроз…» (Oleksandr Bakalinskyi, Maggie McDonough. Ukraine’s wartime 

experience provides blueprint for infrastructure protection // Atlantic Council 

(https://www.atlanticcouncil.org/blogs/ukrainealert/ukraines-wartime-experience-

provides-blueprint-for-infrastructure-protection/). 08.12.2025). 

*** 
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«Активи космічного сектору — супутники, наземні станції та мережі, що 

їх об'єднують — зараз є основою комунікацій, навігації, оборони та критичної 

інфраструктури, що робить їх головними цілями кібератак та об'єктом нових 

регуляторних заходів. Державні суб'єкти заглушали GPS, зламували національні 

космічні агентства та, як у випадку інциденту з Viasat KA-SAT у 2022 році, 

виводили з ладу комерційний широкосмуговий доступ до Інтернету для підтримки 

кінетичного конфлікту. Групи хакерів, що використовують програми-вимагачі, 

наслідують їхній приклад: Space-ISAC зафіксував атаки на приблизно 25 

організацій космічної галузі у 2024 році. Нестабільність ланцюгів постачання 

(оновлення програмного забезпечення на зразок SolarWinds, іноземне обладнання) 

та десятиліттями не оновлювані орбітальні платформи посилюють ризик, а 

інструменти штучного інтелекту допомагають супротивникам автоматизувати 

фішинг та розробку експлойтів… 

РЕГУЛЯТОРНИЙ ІМПУЛЬС 

Сполучені Штати. Не існує єдиного регулятора космічної кібербезпеки, але 

формується мозаїка заходів: 

• Розпорядження 14144 (та EO 14306) вимагає дотримання положень FAR, 

перегляду наземних систем та оновлення політики CNSS. 

• Директива 5 щодо космічної політики та правила DoD/CNSSP 

встановлюють базові технічні заходи контролю для федеральних місій та місій 

національної безпеки. 

• NIST IR 8270, 8401 та 8441, а також рекомендації CISA надають добровільні 

рамки. 

Конгрес також розглядає Закон про космічну інфраструктуру та Закон про 

кібербезпеку супутників, які визначать цей сектор як критичну інфраструктуру та 

створять добровільні стандарти під керівництвом Міністерства торгівлі… 

Європейський Союз. NIS2 вже покладає обов'язки з управління ризиками та 

повідомлення про інциденти на постачальників наземного сегмента та інші 

«важливі суб'єкти», передбачаючи штрафи до 2 % від глобального обороту та 

відповідальність керівників. Проект Закону ЄС про космос (червень 2025 р.) 

передбачатиме вимоги щодо авторизації, безпеки та кіберстійкості для будь-якого 

оператора, що надає космічні послуги в ЄС, навіть якщо його штаб-квартира 

знаходиться за кордоном, а Закон про кіберстійкість додасть зобов'язання щодо 

безпеки продукції з 2027 року. Звіт ENISA про космічні загрози, хоча і не є 

обов'язковим, встановлює найкращі практики… 

НАСЛІДКИ ДЛЯ ТРАНЗАКЦІЙ ТА УПРАВЛІННЯ 

• Структурування суб'єктів господарювання. Перед злиттям, відчуженням або 

зміною місця реєстрації необхідно визначити, які дочірні компанії, продуктові 

лінійки та наземні об'єкти підпадають під дію CRA або NIS2. 

• Інтеграція після укладення угоди. Гармонізація кіберполітики, засобів 

контролю та процедур повідомлення про інциденти в об'єднаній групі; 

невідповідність може затримати інтеграцію або спричинити штрафи. 

• Управління ризиками. Очікується, що ради директорів будуть 

контролювати кіберризики; реєстри та лінії звітності повинні відображати різні 

національні впровадження… 



 90 

ПРАКТИЧНІ КРОКИ ДЛЯ ОПЕРАТОРІВ 

1 Створіть задокументовану програму безпеки, що базується на ризиках, 

відповідно до рекомендацій NIST або ENISA та пропорційно до функцій, критично 

важливих для виконання місії. 

2 Забезпечте активний нагляд з боку правління; відповідно до NIS2 та 

запланованого Закону ЄС про космос, директори можуть нести особисту 

відповідальність. 

3 Включіть положення щодо ланцюга поставок, що охоплюють мінімальні 

заходи контролю, розкриття вразливостей, права на аудит та швидке повідомлення 

про інциденти. 

4 Проведіть навчання з реагування на інциденти, пов'язані з супутниками, та 

узгодьте плани дій з NIS2 (24/72 години) та CRA. 

5 Слідкуйте за новими правилами — оновленням FAR, законодавством США 

про космічну інфраструктуру, переговорами щодо Космічного закону ЄС — і 

будьте готові до адаптації… 

Впровадивши кібербезпеку в корпоративну структуру, систему закупівель та 

управління, оператори космічних послуг можуть запобігти ескалації загроз з боку 

держав та злочинців, виконати майбутні юридичні зобов'язання та захистити 

основні послуги, що залежать від їхніх супутникових систем». (Veronica R. 

Glick, Ana Hadnes Bruder, Aaron Futerman, Katie Steval, Hadassah G. Diament and 

Zach Wawrzyniak. Securing the Final Frontier: Cybersecurity Risk, Regulation, and 

Compliance Trends in Space and Satellite Operations // Mayer Brown 

(https://www.mayerbrown.com/en/insights/publications/2025/12/securing-the-final-

frontier-cybersecurity-risk-regulation-and-compliance-trends-in-space-and-satellite-

operations). 11.12.2025). 

*** 

 

«Транспортний сектор недостатньо підготовлений до протидії 

динамічним сучасним загрозам, оскільки його системи безпеки традиційно 

базувалися на периметральному підході, припускаючи, що загрози походять 

ззовні, а внутрішні системи є надійними. Цей застарілий підхід зараз є 

неактуальним через стрімке зростання хмарних середовищ, мобільних робочих 

процесів, систем ідентифікації та інтеграції сторонніх ресурсів, що фактично 

розмило периметр і створило величезні «сліпі зони»… 

Сучасні зловмисники більше не «хакають», а «входять в систему», 

використовуючи вкрадені облікові дані, легальні інструменти та розвідку за 

допомогою штучного інтелекту, щоб діяти швидше, ніж можуть реагувати 

захисники-люди. Флоти тепер повинні захищатися від широкого спектру складних 

тактик, включаючи компрометацію ідентичності в великих масштабах, 

зловживання API, експлуатацію ланцюгів поставок, обман за допомогою штучного 

інтелекту та кіберкрадіжки вантажів, організовані спеціалізованими злочинними 

мережами… 

Ефективний захист кібербезпеки для автопарків тепер вимагає адаптивного, 

інтелектуального підходу, що охоплює весь бізнес і передбачає неминучість 

компрометації. Цей підхід вимагає конвергенції кібербезпеки, фізичної безпеки та 
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операційної безпеки, розглядаючи їх як взаємозалежні рівні. Захист, готовий до 

майбутнього, зосереджується на постійній верифікації всіх користувачів і систем, 

використанні розвідки (обмін інформацією про загрози та виявлення аномалій у 

реальному часі), посиленні управління для задоволення зростаючих регуляторних 

вимог, формуванні сильної культури безпеки та досягненні конвергенції всіх 

дисциплін безпеки для захисту людей, вантажів, доходів і довіри клієнтів. Щоб 

вижити в цьому новому середовищі, де зловмисники автоматизують свої дії і 

рухаються зі швидкістю машини, захисники повинні адаптуватися з такою ж 

швидкістю і спеціалізацією». (Ben Wilkens. Wilkens: How cybersecurity defense is 

changing for fleets and transportation // FleetOwner 

(https://www.fleetowner.com/perspectives/ideaxchange/blog/55338464/wilkens-how-

cybersecurity-defense-is-changing-for-fleets-and-transportation). 19.12.2025). 

*** 

 

 
Кіберзахист закладів охорони здоров’я 

 

«Лікарні та клініки по всій Кореї дуже вразливі до атак програм-

вимагачів та витоку даних через слабкі системи кібербезпеки та внутрішні 

загрози, що ставить під загрозу конфіденційну медичну інформацію. 
Нещодавно лікарня в Сеулі заплатила великий викуп у біткойнах після того, як 

шкідливе програмне забезпечення заразило її електронні медичні записи, 

вирішивши не повідомляти про інцидент, як того вимагає медичне законодавство… 

Багато закладів не мають належного рівня безпеки, і лише невелика частина з 

35 приватних загальних лікарень (19) та 270 загальних лікарень (20) країни 

використовують послуги моніторингу Корейської служби соціального забезпечення 

(SSIS). Багато хто вагається впроваджувати моніторинг SSIS через щорічну 

вартість до 12 000 доларів. SSIS часто виявляє кілька етапів атаки, які зазвичай 

включають початкове впровадження шкідливого коду, а потім розгортання 

програм-вимагачів і спроби викрасти внутрішні дані… 
Внутрішні загрози також поширені: у 2023 році 17 великих лікарень 

витокували особисті дані приблизно 180 000 пацієнтів, коли співробітники 
фотографували або завантажували інформацію для надсилання фармацевтичним 
компаніям. Спеціалізовані клініки, такі як центри пластичної хірургії, де записи є 
дуже чутливими, стикаються з атаками, під час яких хакери викрадають фотографії 
до і після операції, щоб безпосередньо погрожувати пацієнтам. Менші клініки 
часто не мають жодних заходів безпеки, крім пароля на головному комп'ютері, 
побоюючись, що вони будуть безпорадні в разі атаки. SSIS зараз розглядає 
можливість зробити свою службу моніторингу обов'язковою для третинних 
лікарень і розробити спеціальні системи для менших клінік, щоб вирішити 
проблему поширеної вразливості». (Weak cybersecurity leaves hospitals vulnerable to 
ransomware attack, data leaks // JoongAng Ilbo Co., Ltd. 
(https://koreajoongangdaily.joins.com/news/2025-12-08/national/socialAffairs/Weak-
cybersecurity-leaves-hospitals-vulnerable-to-ransomware-attack-data-leaks/2471697). 
08.12.2025). 

*** 
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«…2025 рік закріпив кібербезпеку в галузі охорони здоров'я як питання 

першочергової важливості для безпеки пацієнтів, а не лише як проблему для 

адміністративного персоналу, оскільки сектор зіткнувся з ескалацією загроз, 

посиленням регуляторного тиску та постійними атаками. На початку року 

керівники визнали, що безпека повинна лежати в основі всіх інновацій, включаючи 

впровадження генеративної штучної інтелекту та 5G. У лютому посилилися 

дискусії щодо регулювання, зосереджені на пропозиціях щодо скасування 

обмежень на штрафи за порушення HIPAA, що підкреслило напругу між 

посиленням відповідальності та реальністю для перевантажених постачальників… 

У березні, на конференції HIMSS 2025, лідери підкреслили, що людська 

поведінка, яка часто експлуатується за допомогою соціальної інженерії, 

залишається найслабшою ланкою, навіть незважаючи на те, що штучний інтелект 

почав інтегруватися як в оборонні, так і в наступальні робочі процеси. Наслідки 

недостатньої підготовки оборони стали незаперечними в квітні, коли було 

зафіксовано рекордну кількість атак програм-вимагачів на систему охорони 

здоров'я. У червні політики відреагували двопартійним законодавством, 

спрямованим на поліпшення координації між HHS і CISA… 

Осінь принесла тривожні дані, які показали, що майже три з чотирьох 

організацій охорони здоров'я зазнали перебоїв у наданні медичної допомоги 

пацієнтам через кібератаки, що підтверджує прямий зв'язок між кібербезпекою та 

безпекою пацієнтів, особливо в недостатньо забезпечених громадах. У звітах 

підкреслювалося, що охорона здоров'я зазнає непропорційних фінансових і 

операційних втрат через високу цінність медичних даних і вразливість клінічних 

систем, а вразливість ланцюгів постачання третіх сторін стає основним вектором 

загрози. До кінця року галузь зіткнулася з «ідеальною бурею» складних загроз, що 

базуються на штучному інтелекті, та застарілою інфраструктурою. Лідери у сфері 

кібербезпеки дійшли висновку, що єдиний життєздатний шлях до 2026 року 

вимагає постійних інвестицій, управління та навчання персоналу, що свідчить про 

те, що майбутнє завдання є не тільки технічним, а й культурним». (Pietje Kobus. 

2025 Year in Review: Healthcare Cybersecurity Enters a High-Stakes Era // Endeavor 

Business Medi (https://www.hcinnovationgroup.com/features/article/55340080/2025-

year-in-review-healthcare-cybersecurity-enters-a-high-stakes-era). 22.12.2025). 

*** 

 

«…Для постачальників медичних послуг відкладення оновлення 

системи кібербезпеки стало найдорожчим рішенням, яке вони можуть 

прийняти. Зріла програма зараз коштує менше, ніж постійно зростаючі 

зобов'язання незрілої програми… 

Ризик витоку даних 

• Витоки даних у сфері охорони здоров'я коштують в середньому 11–12 

мільйонів доларів кожен — це найвищий показник серед усіх секторів. 

Фрагментовані інструменти та нечітка відповідальність збільшують як частоту, так 

і вплив таких інцидентів, перетворюючи керовані інциденти на катастрофи… 

Клінічний простой 
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• Багатоденні перебої в роботі зупиняють прийом пацієнтів, відволікають їх 

та уповільнюють виставлення рахунків, що швидко обходиться в мільйони доларів. 

Програми з низьким рівнем зрілості повільно відновлюють роботу, збільшуючи 

збитки… 

Підрив репутації 

• Після порушення безпеки пацієнти, лікарі та платники переходять до інших 

компаній. Організації, які не можуть продемонструвати дисципліноване 

управління, зазнають найбільших збитків у вигляді втрати довіри та доходів. 

Штрафи за порушення нормативних вимог 

• Штрафи за порушення HIPAA, угоди OCR та заходи на рівні штату тепер 

залежать від доведеної зрілості (MFA, ведення журналів, управління 

вразливостями). Слабкий контроль призводить до штрафів у розмірі семизначних 

сум та багаторічних планів коригувальних заходів… 

Тиск з боку кіберстрахування 

• Страхові компанії вимагають підтвердження сегментації, багатофакторної 

автентифікації та контролю привілейованого доступу. Недосконалі середовища 

стикаються з двозначним підвищенням страхових премій, зменшенням лімітів або 

відмовою у страхуванні. 

Внутрішні витрати 

• Розповсюдження інструментів та дублювання ліцензій виснажують 

бюджети; недостатньо використовувані функції не забезпечують рентабельності 

інвестицій. Ручні, ситуативні робочі процеси накладають прихований «податок на 

працю», що сприяє вигоранню аналітиків… 

Бездіяльність більше не дозволяє зберегти капітал, а прискорює фінансові 

втрати — від порушень, простоїв, штрафів, премій та неефективності. Підвищення 

рівня зрілості кібербезпеки зараз є основною фінансовою стратегією та стратегією 

стійкості, необхідною для підтримки догляду за пацієнтами в цифрозалежній галузі 

з низькою рентабельністю». (Russell Teague. Cybersecurity Stagnation in 

Healthcare: The Hidden Financial Costs // BNP Media 

(https://www.securitymagazine.com/articles/102060-cybersecurity-stagnation-in-

healthcare-the-hidden-financial-costs). 23.12.2025). 

*** 

 

 
Захист персональних даних та соціальні мережі 

 

Масштабні витоки персональних даних 

 

«MAG Aerospace, підрядник з розвідки, спостереження та 

рекогносцировки для збройних сил США, що базується у Ферфаксі, повідомив 

про витік даних, що стосуються інформації про співробітників, після 

виявлення підозрілої активності в мережі наприкінці серпня 2025 року. 
Компанія заявляє, що вона помістила активи в карантин, заблокувала уражені 

облікові записи та домени, заблокувала доступ до мережі, скинула паролі та 
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повідомила правоохоронні органи, щоб локалізувати інцидент… Подальше 

розслідування виявило несанкціонований доступ до «обмеженого набору» 

електронно збережених персональних даних, при цьому досі не виявлено жодних 

доказів їхнього неправомірного використання. MAG не вказала типи даних, але 

пропонує особам, які потенційно могли постраждати, 24 місяці безкоштовного 

виявлення шахрайства та захисту від крадіжки особистих даних. Компанія MAG, 

яка має контракти з армією США, FEMA, GSA, DIA, Державним департаментом, 

Космічним командування США та іншими організаціями, зазначила, що зберігає 

особисту інформацію в ході звичайної діяльності. З огляду на делікатний характер 

роботи компанії, дані співробітників, що потрапили в руки зловмисників, можуть 

бути цінними для цілеспрямованого фішингу або соціальної інженерії, навіть за 

відсутності безпосередніх ознак зловживання…» (Vilius Petkauskas. US military 

contractor breach expose employee data // Cybernews 

(https://cybernews.com/security/mag-aerospace-military-contractor-data-breach/). 

07.12.2025).  

*** 

 

«7 листопада 2025 року хакер, що діє під псевдонімом «Казу», заявив, що 

викрав 353 ГБ даних, що містять 1,24 мільйона файлів з особистою 

інформацією пацієнтів (PPI), з Doctor Alliance, компанії з медичних технологій, 

що базується в Далласі. Серед викрадених даних нібито є такі конфіденційні 

відомості, як імена, адреси, номери Medicare та номери медичних карток. Kazu 

зажадав викуп у розмірі 200 000 доларів, погрожуючи продати дані, якщо виплата 

не буде здійснена. Doctor Alliance визнала цю заяву, залучила зовнішніх аналітиків 

з кібербезпеки і наразі перевіряє 200 МБ зразка викрадених даних, щоб підтвердити 

їхню автентичність і визначити масштаби порушення, хоча вони вже підтвердили 

несанкціонований доступ принаймні до одного клієнтського облікового запису… 

Цей інцидент підкреслює ризики безпеки, притаманні сучасним платформам 

охорони здоров'я, які покладаються на широку зовнішню інтеграцію для 

оптимізації послуг, ненавмисно створюючи взаємопов'язані точки входу, які 

зловмисники можуть використовувати для одночасного доступу до декількох баз 

даних. Щоб запобігти таким каскадним порушенням, компаніям, що працюють у 

сфері охорони здоров'я, настійно рекомендується вживати проактивних заходів 

безпеки, включаючи впровадження архітектури нульової довіри для всіх з'єднань, 

сегментацію мереж для обмеження поперечного переміщення між клінічними та 

адміністративними системами, посилення безпеки постачальників та API шляхом 

регулярних перевірок та суворого управління доступом, а також шифрування 

захищеної медичної інформації (PHI) на всіх інтегрованих платформах…» (Hacker 

Demands $200,000 after Siezing 1.24 million Healthcare Files // HALOCK 

(https://www.halock.com/hacker-demands-200000-after-seizing-1-24-million-

healthcare-files/). 12.2025). 

*** 

 

«…Ірландська служба охорони здоров'я (HSE) почала пропонувати 

позасудові угоди людям, чиї особисті дані були викрадені під час атаки 
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програм-вимагачів Conti в травні 2021 року, яка паралізувала системи HSE. 
Згідно з листами, які побачили журналісти RTÉ News, близько 620 позивачів, які 

подали позови, отримають по 750 євро компенсації за збитки плюс 650 євро на 

покриття судових витрат; прийняття пропозиції означатиме «повне і остаточне 

врегулювання». Атака, яку приписують пов'язаній з Росією групі Conti, поставила 

під загрозу дані понад 90 000 осіб і викрила на той час недостатню ІТ-

інфраструктуру та кібербезпеку HSE, що призвело до значних подальших 

інвестицій у захисні можливості. Хоча HSE підтвердила, що співпрацює з 

Державним агентством з претензій щодо цих конфіденційних юридичних питань, 

юридичні фірми, що представляють позивачів, такі як O'Dowd Solicitors, отримали 

пропозицію, але відмовилися коментувати її публічно…» (Brian O'Donovan. HSE 

begins offering €750 compensation to victims of cyberattack // RTÉ 

(https://www.rte.ie/news/ireland/2025/1209/1548056-hse-cyberattack-compensation/). 

09.12.2025). 

*** 

 

«Університет Фенікса повідомив про серйозний витік даних, пов'язаний 

з хакерською кампанією влітку 2025 року, в ході якої були використані 

уразливості нульового дня в Oracle E-Business Suite (EBS). Атака, яку 

приписують кластеру FIN11 і про яку повідомила група хакерів Cl0p, 

торкнулася понад 100 організацій по всьому світу, включаючи кілька відомих 

університетів… 

Внутрішнє розслідування виявило, що зловмисники викрали дані з 

середовища EBS університету в період з 13 по 22 серпня 2025 року, хоча 

навчальний заклад дізнався про вторгнення лише 21 листопада — на наступний 

день після того, як злочинці додали його назву на свій сайт з витоками інформації. 

Серед викраденої інформації — імена, дати народження, номери соціального 

страхування, номери банківських рахунків і маршрутизації (хоча і «без засобів 

доступу»), що зачепило майже 3,5 мільйона осіб, згідно з документами, поданими 

до генерального прокурора штату Мен… 

Хоча Cl0p вже опублікував величезні масиви даних інших жертв EBS, файли 

Університету Фенікса поки що не з'явилися. Серед підтверджених академічних 

жертв цієї ж кампанії — Університет Пенсильванії, Гарвардський університет і 

Дартмутський коледж; хакери також назвали Південний університет Іллінойсу і 

Університет Тулейн, хоча ці порушення ще не були публічно підтверджені». 

(Eduard Kovacs. 3.5 Million Affected by University of Phoenix Data Breach // 

SecurityWeek ® (https://www.securityweek.com/3-5-million-affected-by-university-of-

phoenix-data-breach/). 23.12.2025). 

*** 

 

«Хакери успішно викрали особисту інформацію приблизно 21 000 

клієнтів Nissan, зламавши цифрове середовище стороннього підрядника Red 

Hat, який розробляє системи управління клієнтами. Red Hat виявила 

несанкціонований доступ 26 вересня 2025 року в екземплярі GitLab, який 

використовувала її команда консультантів. Nissan, клієнт Red Hat, був 
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повідомлений про це 3 жовтня 2025 року і негайно повідомив про інцидент 

Комісію з захисту персональних даних… 

Серед викрадених даних є імена, адреси, номери телефонів, адреси 

електронної пошти та інформація про продажі, пов'язана з клієнтами, але фінансові 

дані не були скомпрометовані. Хоча вторинне використання витоку інформації не 

було підтверджено, Nissan закликав постраждалих клієнтів бути надзвичайно 

обережними щодо підозрілих повідомлень. Інцидент у Red Hat потенційно 

поставив під загрозу понад 5000 інших відомих клієнтів, включаючи ING Bank і 

Delta Airlines, що спонукало дослідників у галузі безпеки рекомендувати 

постраждалим організаціям негайно змінити сертифікати та збережені облікові 

дані, припускаючи, що викрадені дані будуть оприлюднені. Nissan завершив свою 

заяву обіцянкою посилити систему моніторингу підрядників та загальну 

інформаційну безпеку». (Anton Mous. Nissan leak affects 21,000 customers // 

Cybernews (https://cybernews.com/security/nissan-leak-affects-21000-customers/). 

24.12.2025). 

*** 

 

«Компанія Nova Scotia Power подала до провінційної енергетичної комісії 

43-сторінковий звіт про інцидент, пов'язаний з кібератакою в березні 2025 

року, в результаті якої були викрадені дані клієнтів, але значна частина звіту, 

включаючи більшу частину хронології реагування та заходів з усунення 

наслідків, залишається засекреченою. Компанія заявляє, що порушення, яке, 

ймовірно, було скоєно російським хакером, який отримав доступ до її систем 19 

березня, було «локалізовано, усунуто та розслідувано... дуже своєчасно та з 

високим рівнем координації». Компанія не усвідомлювала, що особисті дані були 

викрадені, аж до 25 квітня, а через два дні повідомила про це федеральні агентства 

та ФБР. Хоча компанія наполягає, що оперативна інфраструктура не була під 

загрозою, кількість постраждалих клієнтів зросла з початкових 277 000 до 

приблизно 375 000 після нового перегляду… Nova Scotia Power створила для цих 

клієнтів call-центри та веб-сайт, а рада також розслідує скарги на завищені 

рахунки, виставлені після хакерської атаки. У звіті міститься мало інформації про 

практику зберігання даних або прострочені платежі підрядникам, але обіцяно 

надати додаткову інформацію в лютому. Компанія попросила раду зберегти 

конфіденційність редагувань; рада винесе рішення щодо цього запиту пізніше». 

(Josh Hoffman. Nova Scotia Power incident report sheds some light on cyberattack 

response // CBC/Radio-Canada (https://www.cbc.ca/news/canada/nova-scotia/nova-

scotia-power-incident-report-cyberattack-energy-board-9.7027003). 23.12.2025). 

*** 

 

 
Кібербезпека та хмарні технології 

 

«Виконання робочих завдань у декількох хмарних провайдерів підвищує 

рівень безпеки, чого не можна досягти, використовуючи послуги одного 

постачальника. Оскільки дані, додатки та резервні копії дублюються в різних 
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хмарах і регіонах, жодне відключення, порушення або стихійне лихо не може 

вивести системи з ладу; інший провайдер може миттєво взяти на себе управління, і 

бізнес продовжує працювати. Залежність від технологій, політик або вразливостей 

одного постачальника зникає, і архітектори безпеки можуть комбінувати найкращі 

вбудовані засоби захисту — служби шифрування, IAM, аналітику виявлення загроз 

— з кожної платформи, щоб створити надійний багаторівневий захист… 

Мультихмара (multicloud) також усуває єдину точку відмови: якщо один провайдер 

зазнає атаки, зловмисники не можуть поширити її на всі активи компанії. 

Міжплатформовий моніторинг та спільна інформація про загрози надають 

командам з безпеки ширшу видимість, швидше виявлення та швидше реагування 

на інциденти. Дотримання нормативних вимог покращується, оскільки 

конфіденційні дані можна прив'язати до юрисдикцій, які відповідають місцевим 

законам про конфіденційність, а менш критичні робочі навантаження виконуються 

в інших місцях; детальний контроль доступу та сегментація мережі забезпечують 

ізоляцію критично важливих систем. Нарешті, гнучкі шаблони політик дозволяють 

командам налаштовувати рівні шифрування, правила ідентифікації та мережеві 

бар'єри відповідно до точного профілю ризику кожного робочого навантаження, 

створюючи адаптивну, стійку та перспективну систему кіберзахисту». (Naveen 

Goud. Why multicloud environments offer utmost Cybersecurity // Cybersecurity 

Insiders (https://www.cybersecurity-insiders.com/why-multicloud-environments-offer-

utmost-cybersecurity/). 02.12.2025). 

*** 

 

 
Кібербезпека Інтернету речей. Штучний інтелект 

 

«Штучний інтелект швидко змінює як кібернапади, так і кіберзахист: 

зловмисники використовують генеративні інструменти для створення 

фейкових відео, складних фішингових атак і нових видів атак (включаючи 

швидке введення коду в самі системи штучного інтелекту), а необережне або 

несанкціоноване використання штучного інтелекту («тіньовий штучний 

інтелект») призводить до витоку конфіденційних даних. Водночас захисники, 

які не використовують штучний інтелект, відстають. Звіт IBM «Вартість 

порушення безпеки даних у 2025 році» виявив, що організації, які широко 

використовують ШІ у своїх системах безпеки, скоротили час відновлення після 

порушення на 80 днів і заощадили в середньому 1,9 мільйона доларів на кожен 

інцидент, тоді як високий рівень тіньового ШІ додав близько 670 000 доларів 

додаткових витрат на порушення. Постачальники поспішають інтегрувати штучний 

інтелект і генеративний штучний інтелект у процеси реагування на інциденти та 

робочі процеси SOC, використовуючи їх для виявлення загроз і сортування, 

виявлення аномалій, автоматизованої звітності та хронології, запитів на природній 

мові щодо журналів, а також агентів штучного інтелекту для аналізу шкідливого 

програмного забезпечення та пошуку загроз. Керівники служб інформаційної 

безпеки повідомляють про найпопулярніші випадки використання, пов'язані з 
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сортуванням сповіщень, запитом даних безпеки, автоматизацією реагування, 

аналізом фішингу та керованими розслідуваннями… 

Перш ніж залучати постачальників, керівники служб інформаційної безпеки 

повинні зрозуміти, як штучний інтелект розширює їхню власну поверхню атаки 

(кластери графічних процесорів, нові програми штучного інтелекту, вбудований 

штучний інтелект у SaaS та ланцюжку поставок, внутрішні та сторонні великі 

моделі мовного моделювання), їхню толерантність до ризиків та регуляторні 

обмеження, а також які конкретні проблеми вони намагаються вирішити (витік 

даних, програми-вимагачі, реагування на інциденти, DevSecOps, безпека хмарних 

технологій тощо), а також чи хочуть вони вдосконалення платформи чи окремі 

продукти… При оцінці пропозицій у сфері безпеки ШІ ключовими питаннями є: як 

інструмент виявляє та контролює тіньовий ШІ і запобігає зловживанню 

санкціонованими інструментами; де і як захищаються дані та моделі (локально чи в 

хмарі, ризики «чорного ящика» LLM, захист від введення команд, чи 

використовуються дані клієнтів для навчання моделей постачальників); та як буде 

вимірюватися цінність (поліпшення MTTD/MTTR, зменшення кількості 

помилкових спрацьовувань, продуктивність SOC, точність виявлення). Керівники 

служб інформаційної безпеки також повинні оцінити вплив на персонал (навчання, 

практики залучення людей до процесу, зменшення вигорання, усунення прогалин у 

навичках), інтеграцію з існуючим стеком (API, готові коннектори, єдині панелі 

моніторингу, зрілість останніх придбань), відповідність нормативним вимогам, 

пояснюваність і довіра до рекомендацій ШІ, масштабованість для різних обсягів 

даних і глобальних розгортань, а також дорожня карта постачальника, цілісність 

моделі (упередженість, точність, актуальність), надійність, фінансове здоров'я та 

ціноутворення/SLA. Коротко кажучи, інструменти безпеки ШІ можуть принести 

значні вигоди, але для безпечної реалізації цих переваг необхідне чітке уявлення 

про ваше середовище, пріоритети та обмеження, а також дисциплінований, 

ретельний підхід до вибору постачальника». (Neal Weinberg. Key questions CISOs 

must ask before adopting AI-enabled cyber solutions // FoundryCo, Inc. 

(https://www.csoonline.com/article/4094763/key-questions-cisos-must-ask-before-

adopting-ai-enabled-cyber-solutions.html). 02.12.2025). 

*** 

 

«Кібер-агентства США, Великобританії, Канади, Німеччини, 

Нідерландів та Нової Зеландії опублікували спільні рекомендації щодо 

безпечної інтеграції штучного інтелекту в операційні технології (ОТ) та 

промислові системи управління (ICS), особливо в критичній інфраструктурі. 
У 25-сторінковому документі «Принципи безпечної інтеграції штучного інтелекту 

в операційні технології», зазначається, що ШІ може принести значні переваги для 

ОТ: використання даних датчиків і виконавчих механізмів для виявлення аномалій, 

застосування моделей програмованих логічних контролерів (PLC) та віддаленних 

термінальних пристроїв (RTU) для класифікації навантажень і виявлення 

несправностей, аналіз телеметрії SCADA/DCS/HMI для раннього виявлення 

несправностей обладнання, прогнозування потреб у технічному обслуговуванні, 
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підтримка прийняття рішень операторами, оптимізація робочих процесів і 

поліпшення виявлення загроз в IT/OT-даних… 

Водночас у керівництві наголошується, що ШІ несе в собі унікальні ризики, 

від кіберзагроз і простоїв до фінансових та безпекових наслідків, а також такі 

проблеми, як низька якість навчальних даних, відхилення моделей, неточні 

сповіщення, знижена доступність та шкода репутації. У ньому викладено чотири 

основні принципи: по-перше, розуміння характеристик ШІ, ризиків та впливу на 

ОТ, чітке визначення ролей та обов'язків розробників ШІ, постачальників ОТ та 

постачальників послуг, а також забезпечення навчання персоналу, щоб він міг 

експлуатувати системи, не покладаючись надмірно на автоматизацію. По-друге, 

визначте, чи дійсно ШІ є правильним рішенням для конкретного випадку 

використання в бізнесі, та вирішіть пов'язані з цим проблеми безпеки даних та 

інтеграції постачальників. По-третє, встановіть управління та забезпечення 

штучного інтелекту, інтегруючи його в існуючі системи безпеки, процеси 

тестування та оцінки, а також враховуючи регуляторні та нормативні зобов'язання. 

Нарешті, забезпечте нагляд та відмовостійкі практики за допомогою надійного 

моніторингу, механізмів безпеки та резервних варіантів. Агентства заявляють, що 

якщо оператори критичної інфраструктури дотримуватимуться цих принципів та 

постійно контролюватимуть, перевірятимуть та вдосконалюватимуть моделі 

штучного інтелекту, вони зможуть досягти збалансованого та безпечного 

використання штучного інтелекту в системах OT, що підтримують життєво важливі 

державні послуги…» (Eduard Kovacs. Global Cyber Agencies Issue AI Security 

Guidance for Critical Infrastructure OT // Wired Business Media Publication 

(https://www.securityweek.com/global-cyber-agencies-issue-ai-security-guidance-for-

critical-infrastructure-ot/). 04.12.2025). 

*** 

 

«Кібербезпека переживає структурну зміну від реактивної моделі 

«виявлення та реагування» до превентивного підходу, що базується на 

штучному інтелекті. Зараз зловмисники використовують генеративний штучний 

інтелект для розвідки, ланцюгових вразливостей та створення корисних 

навантажень за лічені секунди, перевантажуючи людські робочі процеси, які все ще 

покладаються на черги квитків, щомісячні сканування та виправлення в вікні змін. 

Традиційні основи — виправлення, управління життєвим циклом, гігієна 

конфігурації, доступ з мінімальними привілеями — не є помилковими; просто їх 

неможливо виконувати безперервно з сучасною швидкістю без допомоги машин… 

Превентивна кіберзахист застосовує штучний інтелект і машинне навчання 

для реалізації цих основних принципів у режимі реального часу, переносячи акцент 

у ланцюжку знищення з «реагування» на «ідентифікацію та захист». Вона базується 

на шести взаємодоповнюючих основах: 

Проактивне переривання шляхів атаки – штучний інтелект відображає та 

руйнує ланцюги, які можуть бути використані зловмисниками, перш ніж вони 

встигнуть їх застосувати. 
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Управління життєвим циклом та поверхнею атаки – постійне виявлення та 

виправлення застарілих операційних систем, бібліотек, сертифікатів та прихованих 

хмарних ресурсів. 

Постійна обізнаність про вразливість – видимість ресурсів/інвентарю в 

режимі реального часу, що відповідає автоматизованій розвідці зловмисника… 

Постійний контроль і перевірка конфігурації – миттєве виявлення та 

виправлення відхилень у разі порушення реєстрації, агентів або політик. 

Гігієна ідентичності та привілеїв – безперервний перегляд прав людей і 

машин для забезпечення мінімальних привілеїв і виявлення зловживань. 

Автоматичне формування стану та виправлення відхилень – налаштування на 

основі штучного інтелекту, що забезпечують відповідність налаштувань хмари, 

кінцевих точок і мережі передбаченому безпечному стану… 

Штучний інтелект стає системою управління польотом кібероперацій: він 

виконує і координує тисячі мікрокоректувань за секунду, тоді як люди 

встановлюють стратегію, політику та пріоритети бізнесу. Це не усуває необхідності 

виявлення, реагування та відновлення; це доповнює їх, фільтруючи шум, 

координуючи локалізацію та перевіряючи відновлення зі швидкістю машини. 

Тому керівники служб безпеки стоять перед вибором: або переробити 

програми з урахуванням можливостей штучного інтелекту та безперервного 

виконання основних завдань, або залишитися в полоні робочих процесів 2010-х 

років, які не в змозі йти в ногу з противником, що вже працює на швидкості 

машини…» (Preemptive Cyber Defense - A natural evolution // HALOCK  

(https://www.halock.com/preemptive-cyber-defense-a-natural-evolution/). 12.2025). 

*** 

 

«Страховий сектор стає активним користувачем штучного інтелекту, 

застосовуючи моделі для автоматизації страхування, персоналізації цін, 

виявлення шахрайства, аналізу ризиків та взаємодії з клієнтами. Оскільки 

страхові компанії та брокери надають цим моделям величезні, уніфіковані набори 

даних — дані про особу, медичні записи, фінансову історію, поведінкові оцінки, 

геолокацію та вільні текстові записи про страхові випадки — наслідки порушення 

або зловживання є серйозними. Кіберзлочинці знають про це, тому атаки з 

використанням програм-вимагачів, крадіжки облікових даних та атаки на ланцюги 

постачання все частіше спрямовані на страховиків та сторонніх постачальників, які 

обробляють їхні дані. 

На цьому тлі компанії повинні орієнтуватися в лабіринті нормативних актів: 

Модельний закон NAIC про безпеку страхових даних (прийнятий у багатьох 

штатах), HIPAA, що стосується захищеної медичної інформації, GLBA для певних 

галузей, закони штатів про конфіденційність, такі як CCPA/CPRA Каліфорнії, та 

додаткові правила кібербезпеки, встановлені штатами для перевізників і брокерів. 

Штучний інтелект посилює ці зобов'язання, розширюючи обсяги обміну та обробки 

даних, тому компанії повинні шифрувати інформацію під час передачі та 

зберігання, мінімізувати її зберігання, надавати споживачам чітку інформацію та 

застосовувати суворий контроль до постачальників і хмарних сервісів… 
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Практично, страховики повинні відображати потоки даних між підрозділами 

з укладання договорів страхування, розгляду страхових випадків, аналітики та 

зовнішніми партнерами; оцінювати моделі на предмет ризиків порушення 

конфіденційності, упередженості та непропорційних результатів; підписувати 

угоди про ділове партнерство або їх еквіваленти при обробці конфіденційних 

даних; посилювати системи ідентифікації та виявлення шахрайства; а також 

проводити тестування API та автоматизованих процесів на проникнення. Надійна 

програма управління штучним інтелектом та кібербезпекою не тільки задовольняє 

вимоги регуляторних органів, але й зберігає довіру клієнтів та зменшує ймовірність 

руйнівних і дорогих порушень». (AI and Cybersecurity Risk in the Insurance 

Industry // Halock (https://www.halock.com/ai-and-cybersecurity-risk-in-the-

insurance-industry/). 12.2025). 

*** 

 

«Команда Threat Intelligence компанії Anthropic розкрила інформацію 

про те, що, на її думку, є першою великомасштабною кампанією 

кібершпигунства, проведеною головним чином системою штучного інтелекту 

Claude Code від імені групи, що фінансується китайською державою. 
Приблизно 80-90% робіт з вторгнення (розвідка, розробка експлойтів, латеральне 

переміщення, аналіз даних, документація) було автоматизовано; люди втручалися 

лише на ключових етапах прийняття рішень. Використовуючи протокол Model 

Context Protocol, зловмисники розбили складні операції на нешкідливі на вигляд 

підзадачі, обійшли захисні бар'єри, видаючи себе за тестувальників на 

проникнення, і атакували близько 30 глобальних організацій, у кількох випадках 

досягли успіху. Для юристів і менеджерів з ризиків ця подія переосмислює 

кіберризик: тепер «актором» є алгоритм, що порушує нові питання щодо атрибуції, 

передбачуваності, обов'язку дбайливості та розкриття інформації… 

Відповідальність та судові спори. Позивачі та регуляторні органи будуть 

запитувати, чи впровадили постачальники та користувачі визнані засоби контролю 

безпеки ШІ — тестування на суперечливість, межі привілеїв, аварійні вимикачі, 

людський фактор тощо — з огляду на широко задокументовані ризики 

джейлбрейку та швидкого введення. Претензії щодо дефектів конструкції або 

неналежного попередження можуть виникнути, якщо автономні інструменти були 

поставлені без належних захисних заходів. Можуть бути застосовані договірні 

запевнення, гарантії та відшкодування, пов'язані з такими стандартами, як NIST AI 

RMF або ISO/IEC 42001… 

Регуляторні обмеження. Закон ЄС про штучний інтелект (зобов'язання, що 

базуються на ризиках, повідомлення про інциденти, моніторинг після виходу на 

ринок) та неоднорідність заходів з забезпечення дотримання законодавства у США 

(операція FTC «Operation AI Comply», галузеві правила) означають, що 

впровадження штучного інтелекту вже підпадає під суворі вимоги. Законодавство 

про порушення безпеки даних все ще застосовується: згідно з GDPR, про будь-яке 

витоку персональних даних, спричинене вторгненням за допомогою штучного 

інтелекту, необхідно повідомити протягом 72 годин. Закони Китаю та інших 

юрисдикцій додають транскордонної складності. 
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Управління та контракти. Ради директорів повинні інтегрувати безпеку ШІ 

в існуючі кіберпрограми, вимагати періодичного тестування на протидію та 

офіційного затвердження, а також узгодити політику з рекомендаціями NIST/ISO. 

Угоди про надання послуг (MSA) та технічні завдання (SOW) повинні містити чіткі 

положення щодо практик безпечного розвитку, аварійних вимикачів, прав на аудит 

та співпраці у разі інцидентів; кіберстрахування слід переглянути на предмет 

виключень або обмежень щодо ШІ… 

Висновок щодо операційної діяльності. Автономний штучний інтелект тепер 

може посилювати атаки як за швидкістю, так і за масштабом. Організації повинні 

впровадити засоби контролю штучного інтелекту, що відповідають рамкам, 

забезпечити людський нагляд у критичних ситуаціях, посилити оперативні засоби 

захисту та інтегрувати спеціальні засоби захисту штучного інтелекту в свої системи 

безпеки, договірні та нормативні режими, оскільки наступним хакером може бути 

модель, а не людина…» (Lloyd J. Wilson. "When Artificial Intelligence Becomes the 

Hacker: Legal Risks and Compliance Strategies for Autonomous Cyber Threats" // 

Shumaker, Loop & Kendrick, LLP. (ttps://www.shumaker.com/insight/when-artificial-

intelligence-becomes-the-hacker-legal-risks-and-compliance-strategies-for-

autonomous-cyber-threats/). 12.12.2025). 

*** 

 

«…Медичні пристрої на базі штучного інтелекту повністю змінюють 

традиційну модель безпеки пристроїв, яка базується на принципі «налаштував 

і забув». Оскільки моделі можна перенавчати, налаштовувати або оновлювати в 

процесі експлуатації, а також вони можуть самостійно адаптуватися, поверхня 

атаки, поведінка та клінічні результати пристроїв можуть постійно змінюватися. 

Регулюючі органи тепер розглядають цю динаміку як проблему безпеки пацієнтів, 

а не лише як проблему інформаційних технологій… 

Основні нові ризики включають: 

• Динамічні моделі та дані з датчиків. Маніпулювання даними навчання, 

даними з датчиків у реальному часі або параметрами навколишнього середовища 

може змінити діагноз або терапію пристрою без його відключення, перетворюючи 

кіберінцидент на клінічну подію. 

• Витік конфіденційних даних. Зловмисники можуть використовувати методи 

вилучення моделей або інференції для відновлення конфіденційних даних 

пацієнтів, навіть якщо вони не зберігаються явно. Згідно з HIPAA, це все одно 

вважається витоком PHI. 

• Залежність від хмари та системний вплив. Пристрої ШІ сильно залежать від 

мережевих послуг; компрометація може поширитися від кінцевої точки на 

аналітичні платформи, EHR та хмарні бек-енди… 

• Атаки на ланцюжок поставок. Процес оновлення моделі — ваги, прошивка, 

файли конфігурації — надає зловмисникам єдину точку, з якої вони можуть 

заразити тисячі пристроїв. 

• Непрозорі режими відмови. Коли результати змінюються, важко визначити, 

чи є причиною цього злом, зміна моделі, неправильні дані чи рідкісний клінічний 

випадок, що ускладнює реагування на інцидент та визначення відповідальності… 
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Регуляторна траєкторія: Керівництво FDA з кібербезпеки на 2023 рік вже 

вимагає управління ризиками протягом усього життєвого циклу; проект правил 

акцентує увагу на безпеці та стійкості хмарних технологій. OCR, FTC та генеральні 

прокурори штатів пов'язують «розумну безпеку» з передбачуваною клінічною 

шкодою. Конвергенція спрямована на стандарт обов'язку дбати, який вимагає 

документального обґрунтування як обраних заходів контролю, так і прийнятного 

залишкового ризику. Аналіз ризиків обов'язку дбати (DoCRA) пропонує 

структурований спосіб прийняття та фіксації таких рішень. 

Очікування, які, ймовірно, кристалізуються навколо: 

• постійної оцінки ризиків та моніторингу після виходу на ринок; 

• моделювання загроз, специфічних для ШІ (отруєння даних, фальсифікація 

моделей, атаки на висновок); 

• надійної безпеки каналу оновлень та контролю походження; 

• чітких інструкцій з реагування на інциденти, які пов'язують кіберподії з 

сортуванням пацієнтів за рівнем безпеки; 

• доказів того, що залишковий ризик був збалансований з клінічною 

користю… 

Медичні працівники, виробники та постачальники хмарних послуг, які 

застосовують управління у стилі DoCRA, включають режими відмови штучного 

інтелекту в навчання з реагування на інциденти та ведуть журнали рішень, що 

підлягають аудиту, будуть найкраще підготовлені до задоволення цих зростаючих 

вимог та захисту своїх рішень у разі порушення». (What is New with AI-Enabled 

Devices and Cyber Risk? //  Halock (https://www.halock.com/what-is-new-with-ai-

enabled-devices-and-cyber-risk/). 12.12.2025). 

*** 

 

«Останній прогноз Palo Alto Networks — «6 прогнозів для економіки 

штучного інтелекту: Нові правила кібербезпеки 2026 року» — стверджує, що 

світ переходить від «Року руйнувань» 2025 року, який ознаменувався 

масштабними порушеннями безпеки та зловживаннями в ланцюгах 

постачання, до «Року захисників» 2026 року, в якому автономні системи 

захисту на базі штучного інтелекту почнуть випереджати зловмисників, які 

також використовують штучний інтелект. Компанія передбачає шість 

вирішальних змін, які керівники служб інформаційної безпеки та ради директорів 

повинні врахувати у своїх стратегіях: 

Ідентичність стає головним полем битви. Бездоганні фейкові зображення, 

створені за допомогою штучного інтелекту в режимі реального часу, зроблять 

підроблені аудіо- та відеокоманди від «двійників генеральних директорів» не 

відрізними від реальності, а прогнозоване співвідношення ідентичностей машин і 

людей 82:1 перевершить можливості традиційних засобів контролю. Підприємства 

повинні перейти до безперервної, проактивної перевірки ідентичності кожної 

людини, кожного пристрою та кожного агента штучного інтелекту. 

Автономні агенти створюють новий клас внутрішніх загроз. Постійно активні 

працівники ШІ, яким надано привілейований доступ для вирішення проблеми 

нестачі кібернавичок, будуть викрадені, якщо організації не впровадять «штучні 
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інтелектуальні брандмауери» та засоби управління часом виконання, що 

забезпечують логіку нульової довіри на швидкості машини… 

Отруєння даних викликає «кризу довіри до даних». Зловмисники будуть 

непомітно пошкоджувати набори даних для навчання ШІ, використовуючи розрив 

між командами з науки про дані та безпеки. Для захисту потрібна уніфікована 

платформа, яка поєднує управління безпекою даних, управління безпекою ШІ та 

брандмауер як код для захисту всього конвеєра даних ШІ. 

З'являється відповідальність керівників. Лише 6% компаній мають зрілі 

програми безпеки штучного інтелекту, тому в 2026 році з'являться перші судові 

позови, в яких окремі керівники будуть нести відповідальність за шкоду, заподіяну 

недобросовісним штучним інтелектом. Правлінням компаній знадобиться 

перевірена система управління, а деякі компанії призначать головного спеціаліста з 

ризиків штучного інтелекту… 

Квантова технологія переходить від віддаленої загрози до трирічного 

імперативу. Кампанії «Збирай зараз, розшифровуй пізніше» означають, що дані, 

викрадені сьогодні, стануть доступними для читання, коли квантові комп'ютери 

досягнуть зрілості. Уряди будуть вимагати швидкого переходу на постквантову 

криптографію, змушуючи організації розвивати «криптологічну гнучкість», а не 

покладатися на одноразові оновлення. 

Браузер стає новою операційною системою підприємства — і найбільшою 

незахищеною поверхнею. У міру того, як браузери еволюціонують у агентні 

платформи, що виконують завдання, їх необхідно захищати за допомогою 

вбудованих у сам браузер хмарних засобів контролю на основі нульової довіри та 

захисту даних, що реагують за мілісекунди… 

Загалом, у звіті стверджується, що ШІ «руйнує наші уявлення про довіру». У 

відповідь на це захисники повинні здобути видимість перед можливостями, 

обмежити «поверхню впливу» ШІ та запровадити політику нульової довіри для 

кожної людини, машини та моделі. Організації, які можуть спостерігати, 

контролювати та виправляти ризики, пов'язані з ШІ, в режимі реального часу, 

матимуть стійкість, необхідну для епохи автономної економіки». (Palo Alto 

Networks makes 2026 cyber predictions // Ventura Media 

(https://asiapacificdefencereporter.com/palo-alto-networks-makes-2026-cyber-

predictions/). 09.12.2025). 

*** 

 

«На цьогорічному симпозіумі «Навігація по прогалинах і швах» з питань 

кібербезпеки та міжнародного права група експертів під керівництвом 

Інституту Лібера Вест-Пойнта розглянула питання застосування права 

збройних конфліктів (LOAC) у випадках використання засобів штучного 

інтелекту для проведення або підтримки кібероперацій. Учасники погодилися, 

що штучний інтелект прискорить і посилить кібервійну — виявлення вразливостей 

нульового дня, створення шкідливого програмного забезпечення, автоматизація 

захисту або вибір цілей — як це вже продемонстрували ізраїльські системи 

«Gospel» і «Lavender» на базі штучного інтелекту в Газі. Ця реальність породжує 
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чотири групи правових питань, жодне з яких не створює нового права, але кожне з 

яких поглиблює існуючі зобов'язання держав… 

1 | Придбання та огляд озброєння 

Хоча більшість бойових штучних інтелектів розробляється приватним 

сектором, держави не можуть передавати свої договірні зобов'язання на аутсорсинг. 

Відповідно до статті 36 Додаткового протоколу I, а для Сполучених Штатів — 

відповідно до політичних інструментів Міністерства оборони, таких як Посібник з 

воєнного права, DoDD 5000.01 та нещодавно переглянутий DoDD 3000.09, будь-яка 

нова зброя, засоби або методи ведення війни, включаючи автономні або 

напівавтономні кіберінструменти, повинні пройти юридичний огляд перед 

прийняттям. Тому надзвичайно важливими є точна формулювання контрактів та, 

можливо, стандарти закупівель, пов'язані з LOAC (у термінах FAR/DFAR). 

2 | Проведення військових дій: атаки, розрізнення та пропорційність 

Чи є кібероперація «атакою», як і раніше, залежить від її наслідків, а не від 

того, чи задіяна в ній штучна інтелігенція. Згідно зі статтею 49 Першої Женевської 

конвенції та Талліннським посібником 2.0, виведення з ладу функціональних 

можливостей, що вимагає заміни обладнання, вважається пошкодженням; точка 

зору США поєднує стандарт застосування сили jus ad bellum з аналізом in bello. 

Щодо пропорційності, командири повинні бути здатні передбачити випадкові 

збитки для цивільного населення. Якщо ШІ автоматизує таку оцінку, держави 

повинні забезпечити точність і надійність вихідних даних, а також розуміння 

операторами рівнів надійності системи… 

3 | Відповідальність командира та ризик 

Командири несуть кримінальну відповідальність за порушення, скоєні 

підлеглими (див. статтю 86 додатка I та прецедент Ямасіта), а згідно з 

законодавством США вони «відповідають за все, що робить або не робить їхнє 

командування». Отже, використання автономної кібер-ШІ накладає обов'язок 

контролювати її поведінку, виявляти несправності або отруєння даних і 

призупиняти її використання, якщо є сумніви щодо законності, що посилює, а не 

зменшує відповідальність людини. 

4 | Сумісність між союзниками 

Спільне використання можливостей ШІ або покладання на інформацію, 

отриману за допомогою ШІ від партнерів, може спричинити конфлікти, оскільки 

кожна держава все одно повинна дотримуватися власних вимог LOAC та 

внутрішнього законодавства. Для узгодження розбіжних стандартів перевірки та 

забезпечення того, щоб багатонаціональні операції не змінювали або не розмивали 

відповідальність, необхідні спільні навчання та попередня юридична перевірка… 

Загалом, група експертів дійшла висновку, що кіберінструменти на базі 

штучного інтелекту не змінюють суттєвих правил LOAC; вони збільшують 

складність і необхідність попередніх, безперервних юридичних процесів. Держави, 

які бажають розкрити тактичні переваги штучного інтелекту, повинні інвестувати в 

ретельну перевірку зброї, надійне управління даними, навчання командирів та 

сумісні правові рамки, а не чекати на появу нових норм». (Emily E. Bobenrieth. 

Gaps and Seams in the Law of Armed Conflict for AI-Enabled Cyber Operations // 
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United States Military Academy (https://lieber.westpoint.edu/gaps-seams-law-armed-

conflict-ai-enabled-cyber-operations/). 10.12.2025). 

*** 

 

«…У міру прискорення темпів інновацій з боку зловмисників, особливо в 

області озброєння штучним інтелектом, традиційні уявлення про безпеку 

руйнуються, і в 2026 році головним полем битви стане ідентичність, а не 

інфраструктура. Ця зміна буде позначена п'ятьма ключовими прогнозами… 

По-перше, ідентичність повністю замінить мережу як основну поверхню 

атаки. Порушення безпеки будуть зосереджені на вході в систему за допомогою 

методів обходу MFA (таких як підміна SIM-карти та перехоплення сеансу). Це 

вимагає інвестицій, що виходять за межі базових заходів з управління 

ідентифікацією та доступом (IAM), у напрямку безперервного виявлення загроз 

ідентичності протягом усього життєвого циклу ідентичності. 

По-друге, ШІ стане мультиплікатором сили атакуючого і необхідністю для 

захисника. Генеративний ШІ стане стандартною процедурою для масштабування 

високо персоналізованих фішингових атак і атак соціального інжинірингу, 

включаючи імітацію голосу в режимі реального часу, яка може успішно обдурити 

системи і людських агентів — ризик, який вже продемонструвало клонування 

голосу журналіста. Отже, захисники повинні застосовувати ШІ в оборонних цілях 

зі швидкістю машини, щоб співвідносити сигнали ідентичності та поведінкові 

аномалії, оскільки людські аналітики не можуть встигати за цим темпом… 

По-третє, Deepfakes спричинить кризу довіри до цифрових взаємодій. 

Оскільки дешеві, високоякісні deepfakes переконливо імітують керівників та 

надійних постачальників, відео та голос перестануть бути надійними доказами 

ідентичності. Організації повинні перепроектувати робочі процеси з урахуванням 

криптографічної довіри, постійної верифікації та контекстних сигналів ризику, 

відходячи від залежності від людського розпізнавання або статичних затверджень. 

По-четверте, безпека, орієнтована на дотримання нормативних вимог, 

виявиться недостатньою. Незважаючи на посилення регуляторного тиску, одне 

лише дотримання нормативних вимог не зможе гарантувати стійкість до атак, 

спрямованих на ідентифікаційні дані. Це прискорить перехід до стратегій безпеки, 

орієнтованих на результат, змушуючи керівників і ради директорів зосередитися на 

тому, чи здатні команди з безпеки активно виявляти та припиняти поточні атаки… 

Нарешті, команди з безпеки будуть оцінюватися за рівнем сприяння бізнесу, 

а не за кількістю інструментів. Розповсюдження інструментів буде визнано як 

зобов'язання. Успіх буде оцінюватися за тим, наскільки добре безпека інтегрується 

в ідентифікацію, кінцеві точки та поведінку користувачів, щоб чітко визначити 

ризики в бізнес-термінах і зменшити конфлікти, позиціонуючи керівників служб 

безпеки як стратегічних партнерів, а не просто охоронців. Визначальною темою 

2026 року буде необхідність кардинально переосмислити, як встановлюється і 

підтримується довіра в середовищі без периметра, де статичні засоби контролю є 

застарілими…» (Torsten George. Five Cybersecurity Predictions for 2026: Identity, 

AI, and the Collapse of Perimeter Thinking // SecurityWeek ® 
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(https://www.securityweek.com/five-cybersecurity-predictions-for-2026-identity-ai-and-

the-collapse-of-perimeter-thinking/). 17.12.2025).  

*** 

 

«Новий звіт Boston Consulting Group (BCG) під назвою «Штучний 

інтелект підвищує ставки в кібербезпеці» попереджає, що штучний інтелект 

(ШІ) кардинально змінює ландшафт загроз і виявляє серйозні прогалини в 

корпоративних системах захисту, оскільки 60% компаній вважають, що за 

останній рік вони зазнали кібератаки, здійсненої за допомогою ШІ. ШІ 

прискорює швидкість і витонченість атак, уможливлюючи такі тактики, як відео-

дзвінки з використанням технології deepfake, що призвели до шахрайства на суму 

25 мільйонів доларів, та шкідливе програмне забезпечення на базі ШІ, яке 

навчається і адаптується. Незважаючи на це, лише 7% компаній впровадили засоби 

захисту на базі ШІ, і лише 5% значно збільшили бюджети на кібербезпеку у 

відповідь на цю загрозу… 

Керівники передбачають, що найсерйознішими загрозами протягом 

наступних двох років будуть фінансове шахрайство з використанням штучного 

інтелекту (43%), соціальна інженерія на основі штучного інтелекту (39%) та 

прискорення виявлення вразливостей (28%). Однак реакція організацій є млявою: 

69% повідомляють про труднощі з наймом фахівців з кібербезпеки в галузі 

штучного інтелекту, а лише 25% існуючих засобів захисту від штучного інтелекту 

вважаються передовими. У звіті міститься заклик до впровадження подвійної 

моделі керівництва для усунення цієї прогалини, а також заклик до генеральних 

директорів надати пріоритет завданням у сфері кібербезпеки на рівні ради 

директорів із відповідним фінансуванням, тоді як керівники служб інформаційної 

безпеки повинні прискорити впровадження високоефективних засобів захисту на 

основі штучного інтелекту та зосередитися на забезпеченні безпеки систем 

штучного інтелекту, які створює їхня організація. BCG робить висновок, що ера 

пасивної кіберзахисту закінчилася, і наголошує, що організації повинні відповідати 

швидкості автономних атак автономним захистом за допомогою розвідки, 

лідерства та відданості справі». (AI-Driven Cyber Threats Are Outpacing Defense 

Capabilities // Technology Marketing Corporation 

(https://www.tmcnet.com/usubmit/2025/12/18/10307441.htm). 18.12.2025). 

*** 

 

«Ландшафт кібербезпеки кардинально змінився, виходячи за межі 

вразливості, виявленої литовським шахраєм Евалдасом Рімасаускасом, який у 

період з 2013 по 2015 рік обдурив гігантів Big Tech на суму понад 100 мільйонів 

доларів, просто використовуючи підроблені рахунки-фактури та видаючи себе 

за постачальника, до експоненційних загроз, що виникають у результаті 

поєднання людської винахідливості та штучного інтелекту (ШІ). Схема 

Рімасаускаса успішно працювала протягом двох років без складного коду, але 

сучасні загрози тепер базуються на генеративному ШІ, який автоматизує 

кібератаки в промислових масштабах… 



 108 

Генеративна ШІ дозволяє створювати дуже часті та ефективні атаки, 

включаючи крадіжку цифрової ідентичності за допомогою дипфейків та 

клонування голосу, які використовуються для фінансового шахрайства, цифрових 

арештів під виглядом правоохоронних органів та широкомасштабних кампаній з 

дезінформації. Можливості великих мовних моделей (LLM) щодо автоматизації 

розробки шкідливого програмного забезпечення та фішингу роблять їх потужними 

партнерами для злочинців. Ця загроза визнається компаніями, що працюють у 

сфері соціальних медіа, які намагаються стримати швидке поширення дипфейків, 

про що свідчить тимчасове заборона пошуку за ключовим словом «Тейлор Свіфт» 

на X… 

Висновок полягає в тому, що загроза більше не полягає в «ШІ або людині», а 

в більш потужному «людині + ШІ». Хоча ШІ може автоматизувати завдання, які не 

під силу людині, він схильний до «галюцинацій» і елементарних помилок, як це 

видно з безглуздих порад LLM або недоліків у зображеннях deepfake. Однак 

кіберзлочинці активно впроваджують ШІ для індустріалізації своїх операцій, що 

дозволяє їм створювати профілі жертв і здійснювати мільйони атак одночасно. Як 

наслідок, командам з безпеки не залишається нічого іншого, як боротися з 

допомогою не менш інтелектуальних рішень ШІ, оскільки захист, що базується 

виключно на людських ресурсах, є недостатнім проти такої швидкості та 

масштабів. Майбутнє кібербезпеки буде визначатися моделями, що борються з 

контрмоделями, що вимагає рішень ШІ, здатних протистояти автоматизованим 

загрозам великого обсягу». (Ankush Tiwari. Will AI Ever Be Smarter Than A Con 

Artist – The Future Of Cyber Crime Vs Cyber Defence // BW BUSINESSWORLD  

(https://www.businessworld.in/article/will-ai-ever-be-smarter-than-a-con-artist-the-

future-of-cyber-crime-vs-cyber-defence-583694). 15.12.2025). 

*** 

 

«Світова економіка переходить від штучного інтелекту як допоміжного 

засобу до штучного інтелекту як основного, відкриваючи те, що автори 

називають «економікою штучного інтелекту». До 2026 року автономні 

програмні агенти вже перевершать за кількістю людських співробітників у 

співвідношенні 80 до 1, займаючись усім: від сортування тривог центром 

оперативного управління безпекою (SOC) до фінансового моделювання. Цей 

несподіваний приріст продуктивності супроводжується новими ризиками, з якими 

традиційна реактивна кібербезпека не може впоратися. Шість сил будуть 

домінувати в цій сфері: 

Шахрайство з використанням штучного інтелекту. Генеративні моделі тепер 

можуть створювати бездоганні фейкові зображення керівників у режимі реального 

часу («двійники генеральних директорів»). Оскільки одна підроблена особистість 

може спровокувати ланцюжок автоматизованих дій, безпека особистих даних стає 

головним полем битви. 

Агент-інсайдер. Підприємства будуть розгортати рої автономних агентів, щоб 

заповнити прогалину в кібернавичках, яка становить 4,8 мільйона осіб, але агент із 

неправильно встановленими привілеями (або викрадений за допомогою введення 

команд) стає невтомною загрозою зсередини, що працює зі швидкістю машини. 
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Тому в 2026 році відбудеться паралельний бум інструментів управління агентами 

та штучного інтелекту-брандмауерів, які виявляють, контролюють і блокують під 

час виконання зловмисні команди, код або зловживання інструментами… 

Криза довіри до даних. Зловмисники перейдуть від викрадення даних до 

їхнього отруєння, пошкодження навчальних наборів штучного інтелекту та 

введення прихованих «задніх дверей». Команди з безпеки та науки про дані, які 

зараз працюють ізольовано, повинні об'єднатися навколо платформ, що поєднують 

спостережуваність DSPM/AI-SPM із програмними брандмауерами під час 

виконання, щоб отруєні дані виявлялися як під час введення, так і під час передачі. 

Відповідальність керівництва за ризики, пов'язані з ШІ. Оскільки ради 

директорів вимагають трансформації ШІ, лише 6 % компаній мають розвинені 

програми безпеки ШІ. Перші судові позови та регуляторні заходи змусять 

керівників вищого рівня нести особисту відповідальність за збитки, спричинені 

недобросовісними агентами, що призведе до створення таких посад, як головний 

директор з ризиків ШІ, та перетворення уніфікованих, підконтрольних платформ 

управління з «приємної надбавки» на обов'язкову вимогу… 

Квантовий відлік. «Збирай зараз, розшифровуй пізніше» переходить від теорії 

до нагальної необхідності, оскільки штучний інтелект прискорює прогрес у галузі 

квантових обчислень. Урядові розпорядження змусять постачальників критичної 

інфраструктури та їхніх постачальників розпочати перехід на постквантову 

криптографію. Кінцевим результатом є крипто-адаптивність — постійне виявлення 

місць, де працюють алгоритми, та можливість їх заміни без перебудови систем. 

Браузер як нова операційна система. З появою браузерів, оснащених 

штучним інтелектом, які виконують складні завдання, браузер стає «вхідними 

дверима» підприємства. Трафік Gen-AI вже зріс на 890 %, що подвоїло кількість 

випадків витоку даних. Організаціям, особливо малим і середнім підприємствам, 

будуть потрібні засоби контролю в браузері на основі моделі «нульової довіри», які 

можуть перевіряти вміст перед шифруванням, редагувати конфіденційні запити, 

блокувати незаконне переміщення файлів і запобігати зловмисним знімкам 

екрана… 

В цілому, ці зміни вимагають перетворення безпеки з адміністративних 

витрат на проактивну, об'єднуючу платформу, яка захищає дані, ідентичності та 

агенти штучного інтелекту зі швидкістю машини, забезпечуючи надійну основу, на 

якій буде працювати економіка штучного інтелекту». (6 Cybersecurity Predictions 

for the AI Economy in 2026 // Harvard Business School Publishing 

(https://hbr.org/sponsored/2025/12/6-cybersecurity-predictions-for-the-ai-economy-in-

2026#prediction-1). 19.12.2025). 

*** 

 

«Оскільки основні комерційні порти світу обробляють близько 90 % 

світової торгівлі — приблизно дев'ять мільярдів тонн вантажів на рік — 

перехід до «розумних портів» різко збільшив їхню вразливість до кіберризиків. 
Автоматизація, пристрої Інтернету речей та віддалений доступ до операційних 

технологій (ОТ) та інформаційних технологій (ІТ) (що ще більше поширився під 

час пандемії) тепер з'єднують такі термінали, як Яншань, Роттердам і Гамбург, 
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підвищуючи ефективність, але й збільшуючи площу для атак. Кількість 

кіберінцидентів, що впливають на роботу портів, за останні роки зросла в чотири 

рази; мотиви варіюються від вимагання викупу та шпигунства до геополітичного 

саботажу, що означає, що одне порушення може порушити національну економіку. 

Проте багато органів влади все ще надають пріоритет пропускній здатності над 

безпекою, залишаючи програмні виправлення невиконаними, а захист 

фрагментованим… 

Щоб змінити цю тенденцію, директива ЄС про безпеку інформаційних 

систем класифікує порти як об'єкти життєво важливих послуг і, спільно з 

Європейським агентством з мережевої та інформаційної безпеки (ENISA), закликає 

до реалізації чотириетапної програми: картографування активів, аналіз ризиків, 

визначення заходів контролю та оцінка зрілості. Практичні заходи включають 

сегментацію мережі, багатофакторну автентифікацію, антивірусне забезпечення та 

ретельне навчання персоналу, а співпраця між державним і приватним секторами, 

прикладом якої є Maritime-CERT, дозволяє обмінюватися інформацією про загрози 

та спільно реагувати на інциденти. Коротко кажучи, забезпечення безпеки 

розумних портів зараз вимагає скоординованого міжнародного підходу: поєднання 

законодавчих повноважень, технічного зміцнення та міжгалузевої співпраці для 

захисту все більш цифрової основи світової торгівлі». (Securing Smart Port 

Networks: Addressing Port Cybersecurity Challenges // Maritime Fairtrade 

(https://maritimefairtrade.org/securing-smart-port-networks-addressing-port-

cybersecurity-challenges/). 20.12.2025). 

*** 

 

«…Опитування Unit 42/Wakefield, в якому взяли участь 2800 керівників 

з десяти країн (вересень-жовтень 2025 р.), показало, що 100% організацій 

зазнали принаймні однієї атаки на свої системи ШІ протягом минулого року. 
Дослідники Palo Alto Networks дійшли висновку, що захист ШІ не може бути 

«поточним» завданням: оскільки більшість моделей, конвеєрів даних і робочих 

навантажень на виведення працюють у таких сервісах, як AWS, Azure і Google 

Cloud, безпека ШІ є, по суті, проблемою хмарної інфраструктури. Слабкий 

контроль ідентичності, несегментовані мережі або погано контрольовані канали 

передачі даних у хмарі дають зловмисникам необхідні можливості для крадіжки 

даних, порушення роботи сервісів та маніпулювання моделями машинного 

навчання… У звіті «Стан безпеки хмарних технологій у 2025 році» зроблено 

висновок, що єдиним життєздатним рішенням є комплексний і проактивний підхід 

до захисту базової хмарної інфраструктури за допомогою надійного шифрування, 

регулярних аудитів та ізоляції робочих навантажень. У міру вдосконалення 

штучного інтелекту та його інтеграції в критично важливі сектори, він також стає 

вразливим до «ворожих атак», які маніпулюють алгоритмами, що робить науковий, 

спільний підхід до захисту хмарних середовищ необхідним для орієнтування в 

мінливому ландшафті загроз…» (Naveen Goud. Every organization faced at least one 

AI-related cyberattack within the last year, says research // Cybersecurity Insiders 

(https://www.cybersecurity-insiders.com/every-organization-faced-at-least-one-ai-

related-cyberattack-within-the-last-year-says-research/). 25.12.2025). 
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*** 

 

Штучний інтелект, як інструмент боротьби із кіберзлочинністю 

 

«…Дослідники з Університету Портсмута, Університету Редінга та 

італійського Consiglio Nazionale delle Ricerche розробили систему виявлення 

вторгнень на основі штучного інтелекту, LFT-IDS (Label Flipping against Deep 

Learning Intrusion Detection System), для захисту розумних і підключених до 

мережі транспортних засобів від кібератак. Розроблена для підключених до 

хмари платформ з великою кількістю датчиків, таких як автономні або мережеві 

бойові транспортні засоби, LFT-IDS відстежує безперервний потік даних датчиків 

(наприклад, температура, тиск у шинах, місцезнаходження), щоб дізнатися, як 

виглядає «нормальний» стан, а потім автоматично позначає та блокує аномальні 

або сфальсифіковані вхідні дані, перш ніж вони можуть спровокувати небезпечні 

дії або порушити роботу мереж… Працюючи як фільтр на рівні мережі, він 

запобігає проникненню зловмисних сигналів у глибші системи транспортного 

засобу і спрямований на протидію зростаючому ризику, який створюють 

транспортні мережі 4G/5G, що стають дедалі більш підключеними. За словами 

провідного дослідника доктора Рахіма Тахері, інтеграція машинного навчання в 

систему виявлення вторгнень значно покращує здатність виявляти нові та раніше 

небачені атаки, усуваючи ключову слабкість традиційних методів». (Akhsan Erido 

Elezhar. New AI ‘Bodyguard’ Fends Off Malicious Attacks on Mission-Critical 

Vehicle Systems // NextGen Defense (https://nextgendefense.com/ai-bodyguard-

malicious-attacks/). 05.12.2025).  

*** 

 

«…Google впроваджує серйозну модернізацію безпеки для функцій 

перегляду Chrome на основі штучного інтелекту, щоб захиститися від 

непрямих атак з введенням команд, коли зловмисні інструкції, приховані у 

веб-контенті, використовуються для захоплення агентів штучного інтелекту. 
Ця нова комплексна система захисту, яка є важливим оновленням, враховуючи 65% 

частку Chrome на ринку, зосереджена на геніальній стратегії подвійної моделі з 

«критиком вирівнювання користувача». Цей вторинний, ізольований штучний 

інтелект на базі Gemini діє як охоронець, ретельно перевіряючи кожну дію, 

запропоновану основним агентом штучного інтелекту, переглядаючи лише його 

метадані — ніколи сам ненадійний веб-контент — і блокуючи будь-які дії, що не 

відповідають оригінальному запиту користувача…  

Для подальшого підвищення безпеки Google впроваджує «набори 

походження агентів», які створюють суворі цифрові межі, класифікуючи веб-

джерела на розділи, доступні тільки для читання, та розділи, доступні для читання і 

запису, запобігаючи доступу агентів ШІ до не пов'язаних або небезпечних веб-

сайтів. Крім того, система вимагатиме явного схвалення користувача для чутливих 

дій, таких як фінансові транзакції або вхід в обліковий запис, гарантуючи, що 

моделі ШІ ніколи не бачитимуть дані паролів безпосередньо…  
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Щоб перевірити ефективність цих захисних заходів, Google запустив 

програму винагороди за виявлення помилок, в рамках якої дослідникам, які 

зможуть успішно зламати нову систему, пропонується винагорода в розмірі до 20 

000 доларів. Крім того, компанія використовує автоматизовані системи «червоної 

команди» для активного пошуку слабких місць. Незважаючи на ці значні 

досягнення, експерти з Національного центру кібербезпеки США та компанії 

Gartner попереджають, що швидке введення шкідливого коду залишається 

постійною загрозою, підкреслюючи високу важливість забезпечення безпеки 

майбутньої веб-навігації на основі штучного інтелекту». (Google Chrome’s New AI 

Security Aims to Stop Hackers Cold // TechnologyAdvice 

(https://www.techrepublic.com/article/news-google-chrome-ai-security/). 10.12.2025). 

*** 

 

«Комплексний огляд наукової літератури, опублікованої в журналі 

Technologies, показує, що рішення з кібербезпеки на основі штучного інтелекту 

забезпечують очевидне підвищення продуктивності в критично важливих 

секторах, включаючи промислову автоматизацію, охорону здоров'я та 

фінанси, часто досягаючи точності виявлення вторгнень понад 95% для 

поширених категорій атак, таких як відмова в обслуговуванні та програми-

вимагачі. Моделі глибокого навчання, зокрема, демонструють чудову здатність 

виявляти тонкі ознаки складних атак, які пропускають системи на основі сигнатур. 

Однак дослідження доходить висновку, що перехід від високих лабораторних 

успіхів до надійного захисту в реальному світі залишається нерівномірним, 

виявляючи значні прогалини в корпоративних системах захисту… 

Ця розбіжність в першу чергу обумовлена значною залежністю від застарілих 

або спрощених еталонних наборів даних (таких як KDD Cup 99), які не 

відображають складність сучасних загроз, що призводить до створення моделей, 

які досягають майже ідеальних результатів в контрольованих умовах, але не мають 

адаптивності в реальному світі. Крім того, серед постійних проблем є дисбаланс 

класів (коли моделі не виявляють рідкісні, але критично важливі атаки), висока 

обчислювальна вартість, що робить глибоке навчання непрактичним для 

обмежених у ресурсах периферійних середовищ, а також «чорний ящик» багатьох 

інструментів ШІ, що заважає довірі людей, розслідуванню інцидентів та 

дотриманню нормативних вимог… 

Шлях вперед вимагає скоординованих кроків: створення реалістичних, 

актуальних наборів даних з операційних середовищ; проектування архітектур ШІ 

для ефективності та масштабованості (з використанням таких методів, як 

федеративне навчання); та вбудовування пояснювального ШІ за дизайном для 

підтримки підзвітності та захисту від атак, специфічних для ШІ, таких як отруєння 

даних. У огляді також наголошується на необхідності посилення досліджень у 

сфері загроз, спрямованих проти самих моделей захисту ШІ, а також підготовки 

засобів захисту від постквантових моделей загроз. Зрештою, ефективна 

кібербезпека ШІ залежить від міждисциплінарної співпраці, яка узгоджує технічні 

інновації з мінливими нормативними рамками та організаційними практиками». (AI 

strengthens cyber defenses across critical sectors // Devdiscourse 
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(https://www.devdiscourse.com/article/technology/3728320-ai-strengthens-cyber-

defenses-across-critical-sectors). 16.12.2025). 
*** 

 

«У сучасному гіперпідключеному світі традиційні реактивні моделі 

кібербезпеки, побудовані на брандмауерах і виявленні на основі сигнатур, не 

встигають за складними загрозами, що базуються на штучному інтелекті, та 

складністю багатохмарних архітектур мікросервісів. Рішенням є Predictive 

Cyber Resilience (PCR) — новий підхід, заснований на штучному інтелекті, який 

спрямований на створення самозахисних систем, здатних прогнозувати загрози в 

режимі реального часу та забезпечувати нульовий час простою. PCR змінює 

традиційний оборонний підхід, використовуючи штучний інтелект (AI) для аналізу, 

передбачення та нейтралізації загроз до того, як вони завдадуть шкоди, що 

дозволяє зменшити кількість порушень на 90%... 

PCR працює за допомогою чотирьох технологій на основі штучного 

інтелекту: федеративного навчання, яке колективно посилює розвідку загроз, 

одночасно захищаючи конфіденційність; синтетичних суперечливих мереж (SAN), 

які імітують атаки для навчання засобів захисту; виявлення аномалій, яке виявляє 

ранні ознаки вторгнення; та автоматизованого реагування на інциденти, яке 

миттєво ізолює та усуває проблеми без втручання людини. Ця адаптивна 

екосистема також включає інноваційні можливості, такі як рефакторинг коду на 

основі штучного інтелекту, який використовує моделі машинного навчання 

(наприклад, CodeBERT) для постійного сканування, виявлення та усунення 

вразливостей у конвеєрах DevSecOps. 

PCR вже проявляється в реальному світі: великі банки використовують ШІ 

для аналізу шахрайства в режимі реального часу, а «розумні міста» захищають 

критичну інфраструктуру. Хоча майбутнє обіцяє квантово-стійке шифрування та 

саморозвиваючий ШІ, залишаються виклики щодо інтеграції зі старими системами 

та забезпечення послідовного управління. Важливо, що етичні проблеми, пов'язані 

з наданням ШІ повноважень щодо прийняття рішень, вирішуються за допомогою 

Explainable AI (XAI), що забезпечує прозорість, підзвітність та відповідність 

вимогам, надаючи чітке обґрунтування рішень ШІ, що дозволяє людям залишатися 

в курсі подій, поки автоматизація виконує важку роботу. PCR представляє 

майбутнє безпеки, переходячи від простого зупинення загроз на вході до побудови 

систем, які миттєво навчаються, адаптуються та захищають себе…» (Bhupendra 

Singh. AI’s New Frontier: How Predictive Cyber Resilience Is Building Self-Defending 

Systems // Forbes Media LLC 

(https://www.forbes.com/councils/forbestechcouncil/2025/12/22/ais-new-frontier-how-

predictive-cyber-resilience-is-building-self-defending-systems/). 22.12.2025). 

*** 

 

«…Тал Коллендер, співзасновниця та генеральна директорка стартапу з 

безпеки Remedio (раніше Gytpol), стверджує, що для захисту мереж тепер 

потрібно «мислити як хакер», тому вона створила платформу штучного 

інтелекту, яка саме це і робить. Самоучка-хакерка-підліток, яка колись зламала 
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базу даних ізраїльської онлайн-гри після того, як «неможливий» високий результат 

вибив її з першого місця, Коллендер згодом зламала ігри для PlayStation і чат-

додатки, перш ніж Збройні сили Ізраїлю перевели її з підготовки пілотів до свого 

підрозділу кібербезпеки. Після роботи архітектором систем безпеки в Dell EMC 

вона запустила Remedio в 2019 році разом з Гіладом Разом і Яковом Коганом… 

Програмне забезпечення Remedio використовує штучний інтелект для 

сканування корпоративних пристроїв на предмет неправильних налаштувань, 

слабких засобів контролю та невідповідностей вимогам, а потім автоматично 

виправляє їх без перебоїв у роботі бізнесу; серед клієнтів компанії — Colgate-

Palmolive та Kraft Heinz. Компанія щойно залучила свій перший зовнішній капітал 

— 65 мільйонів доларів при оцінці в 300 мільйонів доларів. Коллендер каже, що 

штучний інтелект скоротив час перебування зловмисників з місяців до днів, тому 

захисники потребують власних автоматизованих інструментів, що працюють за 

принципом «хакерського мислення», інакше вони ризикують програти гонку 

штучного інтелекту проти штучного інтелекту…» (Jessica Lyons. From video games 

to cyber defense: If you don't think like a hacker, you won't win // The Register 

(https://www.theregister.com/2025/12/26/video_game_hacker_turned_ceo/). 

26.12.2025). 

*** 

 

«…Штучний інтелект трансформує послуги з управління безпекою: 

автономний моніторинг, аналітика на основі ШІ та автоматизована реакція 

дозволяють постачальникам керованих послуг безпеки (MSSP) обробляти 

більше телеметричних даних і забезпечувати цілодобовий захист без 

збільшення штату SOC. Однак швидкість сама по собі не дорівнює стійкості. 

Система ШІ, яка блокує неправильний трафік або пропускає приховане вторгнення, 

створює новий операційний ризик, тому кожен алгоритм повинен бути 

перевірений, контрольований і постійно перепровірений на реальних зразках 

атак… 

Тим часом зловмисники вже використовують генеративні моделі для 

масового проведення розвідки, багатомовного фішингу та дослідження 

вразливостей, змушуючи захисників автоматизувати процеси, щоб просто не 

відставати. Питання полягає не в тому, чи повинні MSSP впроваджувати ШІ, а в 

тому, як вони можуть довести, що їхня автоматизація працює правильно в умовах 

еволюції загроз… 

Ключові вимоги: 

• Постійний бенчмаркінг – статичні, одноразові пілотні проекти є 

застарілими. Рішення, прийняті машиною, повинні оцінюватися паралельно з 

людськими аналітиками, в реалістичних сценаріях протидії, і переоцінюватися 

щоразу, коли моделі змінюються або змінюються методи роботи. 

• Підвищення кваліфікації – аналітики не замінюються; вони стають 

супервайзерами, які інтерпретують неоднозначні результати роботи ШІ, виявляють 

зміни в моделі та скасовують дії, які можуть завдати юридичної або комерційної 

шкоди. Навчання тепер має охоплювати як тактику, техніку та процедури (TTP) 

зловмисників, так і мистецтво «управління машиною»… 
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• Спільні вправи людини і машини – тренування SOC повинні піддавати 

аналітиків і інструменти штучного інтелекту симуляціям реальних ситуацій, щоб 

кожен з них міг вдосконалюватися на основі відгуків іншого, підвищуючи точність 

моделі та якість суджень аналітиків… 

Ефективною операційною моделлю є гібридна SOC: автоматизація 

забезпечує сортування великих обсягів даних та їх початкове утримання, а люди 

надають контекст, узгоджують політику та приймають остаточні рішення. Клієнти 

обиратимуть MSSP, які можуть документально підтвердити такий нагляд: докази 

постійного тестування, прозорі шляхи прийняття рішень та персонал, здатний 

кинути виклик штучному інтелекту… 

Коротко кажучи, ШІ пропонує величезні переваги, але тільки MSSP, які 

поєднують його з суворим управлінням, безперервним бенчмаркінгом та серйозним 

розвитком талантів, зможуть перетворити цю швидкість на надійну, довгострокову 

кіберстійкість». (Haris Pylarinos. Is AI in cybersecurity an opportunity or a risk for 

MSSPs? // Kadium Ltd (https://networkingplus.co.uk/opinion-

details?itemid=9363&post=is-ai-in-cybersecurity-an-opportunity-or-a-risk-for-mssps--

321050). 24.12.2025). 

*** 

 

Штучний інтелект, як зброя кіберзлочинців 

 

«Штучний інтелект швидко змінює характер злочинів, роблячи складні 

атаки дешевшими, швидшими та простішими у виконанні, від шахрайства з 

використанням фейкових відео та написаних штучним інтелектом програм-

вимагачів до масового викрадення особистих даних та хакерських атак на 

критичну інфраструктуру. Недавні інциденти з програмним забезпеченням для 

вимагання викупу проти порту Сіетла та публічної бібліотеки Сіетла, хоча і не були 

явно пов'язані зі штучним інтелектом, показують, наскільки руйнівними можуть 

бути такі атаки навіть без штучного інтелекту: кіоски в аеропорту, системи багажу 

та Wi-Fi були виведені з ладу, а дані про близько 90 000 людей були викрадені в 

порту, тоді як бібліотека втратила свій каталог, комп'ютери та електронні книги на 

кілька місяців, що коштувало близько 1 мільйона доларів… 

Експерти попереджають, що готові рішення на основі штучного інтелекту 

тепер дозволяють невеликим групам автоматизувати спроби вторгнення, 

«відмикаючи» системи мільйони разів на секунду, а потім використовуючи доступ 

для крадіжки особистих даних, маніпулювання ринками або порушення роботи 

водоочисних станцій, розумних будинків і лікарень; підроблені голоси та фальшиві 

документи можуть змусити жертв віддати гроші або сприяти фальсифікації виборів 

і незаконним арештам. Китайські хакери, підтримувані державою, нещодавно 

використовували інструменти Anthropic для автоматизації зломів великих компаній 

і урядів у тому, що, на думку фірми, є першою великомасштабною кібератакою, 

здійсненою без істотного втручання людини. Дані Федерального резервного банку 

Бостона та Entrust показують, що генеративна штучна інтелігенція різко 

прискорила шахрайство із синтетичною ідентифікацією: у 2024 році атаки з 
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використанням глибоких підробок відбувалися кожні п'ять хвилин у всьому світі, а 

підробки цифрових документів зросли на 244% у порівнянні з попереднім роком. 

Deloitte прогнозує, що до 2027 року збитки США від шахрайства з використанням 

штучної інтелігенції можуть сягнути 40 мільярдів доларів… 

У відповідь на це законодавці поспішають наздогнати ситуацію: штат 

Вашингтон тепер криміналізує шкідливі депфейки та вимагає маркування 

синтетичних політичних реклам, а Конгрес прийняв закон TAKE IT DOWN Act і 

розглядає більш широкі заходи, включаючи пропозицію сенаторки Марії Кантвелл 

про обов'язкове маркування контенту, створеного за допомогою штучного 

інтелекту, для його відстеження». (Christine Clarridge, Russell Contreras. How AI is 

supercharging cybercrime // Axios Media Inc. 

(https://www.axios.com/local/seattle/2025/12/03/ai-crime-ransomware-deepfakes-

seattle-washington). 03.12.2025). 

*** 

 

«Нещодавно китайські хакери зламали системи великих технологічних 

компаній та іноземних урядових установ, виконавши десятки рутинних 

хакерських дій, кожна з яких була спланована та скоригована генеративними 

моделями штучного інтелекту Anthropic з мінімальним втручанням людини. 
Новизною були не інструменти — фішинг, сканування, підвищення привілеїв — а 

спосіб, у який окремі «сесії» штучного інтелекту координували атаку, яка могла 

адаптуватися після кожної невдачі, гарантуючи, що одна поразка більше не 

припиняла кампанію… 

Ця адаптивність вражає в саме серце класичної моделі «глибокої оборони». 

Традиційно безпека покладається або на (1) достатню кількість незалежних 

бар'єрів, один з яких врешті-решт витримає, або на (2) кожен бар'єр, що сповільнює 

зловмисника, доки захисники не виявлять і не виженуть його. Проти невеликої 

групи людських зловмисників обидва підходи працюють; проти тисяч 

зловмисників, керованих штучним інтелектом, здатних змінювати тактику в 

процесі, математика руйнується. 

Щоб протистояти атакам на рівні штучного інтелекту, організації повинні 

об'єднати дві ідеї: кожен рівень повинен змушувати зловмисників повторювати 

спроби і давати захисникам новий шанс їх виявити. На практиці це означає 

перепроектування засобів контролю, щоб жоден окремий захисний механізм не міг 

остаточно зупинити супротивника, а також оснащення кожного засобу контролю 

високоточними сигналами виявлення… 

Команди з безпеки, які вважають себе «безпечними», оскільки можуть 

блокувати вчорашні індивідуальні техніки, можуть пропустити більш важливе 

питання, яке зараз задають генеральні директори: чи витримає наш стек наступний 

крок штучного інтелекту після того, як перший блок провалиться? Тільки 

комбінована архітектура блокування та виявлення, розроблена спеціально для 

адаптивних, автоматизованих супротивників, пропонує «стійку до штучного 

інтелекту» стратегію для майбутньої епохи». (Andrew J. Lohn. Anthropic’s AI 

Attack Threatens the Strategy at the Foundation of Cybersecurity // Center for the 
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National Interest (https://nationalinterest.org/blog/techland/anthropics-ai-attack-

threatens-the-strategy-at-the-foundation-of-cybersecurity). 22.12.2025). 

*** 

 

 
Кіберзлочинність та кібертероризм 

 

«Сезон свят, який і без того є найнапруженішим періодом року для 

онлайн-покупок, став ще більш небезпечним для споживачів, оскільки шахраї 

та кіберзлочинці використовують хаос і поспіх, що панують навколо Чорної 

п'ятниці та кінцевих розпродажів. Дослідники Guardio попереджають, що те, що 

колись було «днем покупок», перетворилося на мисливське поле для зловмисників, 

які зараз активно використовують штучний інтелект для масштабування та 

вдосконалення своїх схем… У 2024 році американці втратили понад 432 мільйони 

доларів через шахрайство в інтернет-магазинах, і Guardio очікує, що в 2025 році 

цей рекорд буде «побитий», зазначаючи, що 76% фішингових сайтів зараз 

використовують контент, створений за допомогою штучного інтелекту, з 

бездоганною граматикою, вишуканим дизайном і переконливими текстами, що 

робить традиційні ознаки шахрайства, такі як орфографічні помилки або погане 

форматування, практично застарілими. Психологія, що стоїть за цими 

шахрайствами, проста — відволікання плюс терміновість дорівнює вразливості — і 

зловмисники підбирають час для своїх фальшивих пропозицій, повідомлень про 

доставку та «сповіщень про стан рахунку» саме на ті моменти, коли люди 

найімовірніше клацнуть, не замислюючись, що змушує навіть Amazon видавати 

попередження своїм клієнтам… 

Моніторинг Guardio в режимі реального часу показує, що за останні місяці 

кількість SMS-шахрайств, пов'язаних з покупками, зросла майже в 30 разів, а 

кількість унікальних доменів електронної пошти, що розсилають повідомлення про 

Чорну п'ятницю, зросла більш ніж на 500%, оскільки злочинці використовують ті 

самі інструменти штучного інтелекту, на які покладаються легальні підприємства 

для автоматизації та персоналізації своїх кампаній. Результатом є різке зростання 

як обсягу, так і складності святкових шахрайств, що змушує навіть технічно 

підкованих і свідомих безпеки покупців переглянути свої засоби захисту…» (Kevin 

Harrish. Online Shoppers Face New Growing Threat, Expert Warns // The Arena 

Media Brands, LLC (https://www.mensjournal.com/news/online-shoppers-face-new-

growing-threat-expert-warns). 04.12.2025). 

*** 

 

«…Згідно з опитуванням Pew Research Center 2025 року, 73% дорослих 

американців хоча б раз стикалися з онлайн-шахрайством або атаками, 

причому більшість з них щонайменше раз на тиждень отримували шахрайські 

дзвінки, SMS-повідомлення або електронні листи. У 2024 році ФБР повідомило 

про рекордні збитки від інтернет-злочинів у розмірі 16,6 млрд доларів. На початку 

2023 року Walmart очолив список брендів, які найчастіше використовуються в 

фішингових шахрайствах, на які припадає 16% усіх глобальних фішингових атак… 
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У відповідь на масштабну аферу, Бюро з питань правозастосування 

Федеральної комісії зв'язку (FCC) вимагало від постачальника голосових послуг SK 

Teleco негайно припинити дозвіл на автоматичні дзвінки від імені співробітників 

Walmart. У цій афері використовувалися голоси штучного інтелекту, які 

представлялися «Карлом» або «Еммою» з Walmart, попереджаючи жертв про 

фальшивий рахунок на суму 919,45 доларів за PlayStation 5, а потім запитуючи 

особисту інформацію, таку як номери соціального страхування, у тих, хто 

відповідав на дзвінки. FCC відстежило майже 8 мільйонів таких дзвінків і дало SK 

Teleco 48 годин на те, щоб зменшити незаконний трафік, інакше компанія 

ризикувала бути відключеною від комунікаційних мереж США — рідкісне і суворе 

покарання… 

Щоб захистити себе, споживачі повинні звертати увагу на такі тривожні 

ознаки, як небажані повідомлення, пропозиції, які здаються занадто хорошими, 

щоб бути правдивими, тактика терміновості та тиску, а також запити на надання 

особистої інформації або здійснення платежу. Популярні шахрайські схеми, 

пов'язані з Walmart, включають шахрайство з подарунковими картками, електронні 

листи з опитуваннями, шахрайство з доставкою по телефону, схеми з таємними 

покупцями та шахрайство з роздачею подарунків. Тільки телефонне шахрайство 

коштувало американцям 46 мільярдів доларів у першій половині 2023 року…» 

(Nina Zdinjak. Millions of Walmart customers victims of major scam // The Arena 

Media Brands, LLC (https://www.thestreet.com/retail/millions-of-walmart-customers-

victims-of-major-scam). 03.12.2025). 

*** 

 

«За даними звіту Check Point Software «Африканські перспективи 

кібербезпеки 2025», нігерійські організації зараз стикаються з найвищим 

середнім обсягом щотижневих кібератак в Африці — близько 4200 атак на 

організацію на тиждень. Ця цифра значно перевищує як середній показник по 

Африці (3153), так і середній показник по світу (1963). Звіт пов'язує такий стрибок 

безпосередньо з швидким поширенням інструментів для атак на основі штучного 

інтелекту… Кінгслі Осегале, регіональний менеджер Check Point у Західній 

Африці, зазначає, що зловмисники використовують штучний інтелект для 

автоматизації масштабних фішингових атак, крадіжок особистих даних та 

багатовекторних кампаній з використанням програм-вимагачів, агресивно 

експлуатуючи вразливі особисті дані та неправильно налаштовані системи в таких 

секторах, як фінанси, енергетика, телекомунікації та державне управління. У той 

час як Нігерія особливо страждає від компрометації ділової електронної пошти та 

експлуатації хмарних технологій, Південна Африка стикається з більшою кількістю 

випадків використання програм-вимагачів, смфінгу та ботнетів (Vo1d, XorDDoS); 

Кенія постраждала від цілеспрямованих атак програм-вимагачів на критичну 

енергетичну інфраструктуру; а Марокко зіткнулося з координованими DDoS-

атаками та атаками на урядові та освітні сайти з метою їхнього псування… 

У звіті визначено п'ять основних змін у ландшафті кіберризиків в Африці, 

включаючи еволюцію програм-вимагачів у вимагання даних, поширення обману, 

що генерується штучним інтелектом, та появу ідентичності як нового периметра 
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безпеки. У звіті міститься попередження про те, що слабка захист зараз загрожує 

міжнародній торгівлі, оскільки такі нормативні акти, як NIS2 ЄС, підвищують 

планку кібербезпеки. Він закликає африканські уряди та підприємства 

впроваджувати безпеку, що базується на принципі «превентивності», поєднуючи 

прозорість, управління та захист штучного інтелекту, а також постійну оцінку 

ризиків і більш тісну співпрацю між державним і приватним секторами…» 

(Timothy Enietan-Matthews. Nigerian firms hit with Africa’s highest weekly cyber 

attacks, fueled by AI-enabled threats // Ripples Nigeria 

(https://www.ripplesnigeria.com/nigerian-firms-hit-with-africas-highest-weekly-cyber-

attacks-fueled-by-ai-enabled-threats/). 04.12.2025). 

*** 

 

«Королівський район Кенсінгтон і Челсі (RBKC) заявив, що вранці 24 

листопада виявив кібератаку і з того часу ізолював та захистив системи, але 

підтвердив, що деякі дані були скопійовані та вилучені. Рада вважає, що 

порушення стосується лише історичних даних; вони не були зашифровані і 

залишаються доступними, хоча можуть стати публічно доступними. RBKC 

перевіряє, чи містяться в них особисті або фінансові дані мешканців, клієнтів або 

користувачів послуг — процес, який, за її словами, займе час — і попередила про 

щонайменше двотижневе переривання послуг, порадивши мешканцям бути 

пильними щодо шахрайських електронних листів, текстових повідомлень та 

дзвінків… 

Інцидент також впливає на міську раду Вестмінстера та Хаммерсміт і Фулем, 

які використовують спільні ІТ-системи з RBKC: Вестмінстер оцінює потенційні 

наслідки, а H&F заявляє, що вжила захисних заходів, не бачить на даний момент 

ознак порушення безпеки, але тимчасово відключила такі сервіси, як «Мій 

обліковий запис». Цей випадок є продовженням серії попередніх порушень безпеки 

місцевих органів влади у Великій Британії, включаючи атаку на Хакні у 2020 році 

та подальше зауваження ICO щодо недоліків у системі безпеки». (Matthew 

Broersma. Council Says Data Taken In Cyber-Attack // NetMedia International 

(https://www.silicon.co.uk/security/cyberwar/council-data-taken-627740). 02.12.2025). 

*** 

 

«Asus повідомляє, що сторонній постачальник був зламаний після того, 

як група хакерів Everest заявила про викрадення понад 1 ТБ даних компанії, 

включаючи вихідний код камери для телефонів Asus. У своїй заяві тайванський 

виробник ПК підтвердив, що деякі внутрішні дані були викрадені, зокрема 

вихідний код, пов'язаний з камерою, але підкреслив, що це не вплинуло на 

продукти Asus, внутрішні системи, дані користувачів або співробітників, а також 

на конфіденційність клієнтів. Ця інформація з'явилася на наступний день після 

того, як Everest виставив на продаж «базу даних розміром понад 1 ТБ» на своєму 

дарквеб-сайті, опублікувавши скріншоти, на яких були вказані папки, такі як 

«AICamera», і файли, пов'язані з ROG Phone 9, а також заяви про наявність 

внутрішніх інструментів, прошивки та експериментальних додатків, і мінімальну 

ціну в 700 000 доларів… Asus не назвав постачальника і не пояснив, як стався злом. 
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Everest, російськомовна група, що діє з 2020 року, відома тим, що зламує цілі через 

віддалений робочий стіл, доступ до VPN або придбані облікові дані, а також 

вимагає гроші у компаній, погрожуючи оприлюднити викрадені дані. У жовтні 

вона привернула увагу тим, що викрала та оприлюднила інформацію про клієнтів 

Under Armour. Asus заявляє, що продовжує посилювати безпеку свого ланцюга 

поставок відповідно до стандартів кібербезпеки». (Michael Kan. Asus Faces Hack 

Involving Company Supplier // Ziff Davis, LLC 

(https://uk.pcmag.com/security/161856/asus-faces-hack-involving-company-supplier). 

05.12.2025). 

*** 

 

«Експерт з кібербезпеки Андрюс Буйновскіс з NordLayer прогнозує, що в 

2026 році загрози будуть визначатися поєднанням атак на основі штучного 

інтелекту, збільшенням кількості програм-вимагачів, веб-загроз та постійних 

внутрішніх загроз… 

Швидке впровадження штучного інтелекту кіберзлочинцями призводить до 

автоматизації та масштабування атак, стираючи межу між базовою та просунутою 

соціальною інженерією. Бізнес стикається із зростаючим ризиком від соціальної 

інженерії на основі штучного інтелекту, включаючи надзвичайно правдоподібні 

відео та голосові дзвінки, що використовуються для видавання себе за керівників та 

обману співробітників з метою виманити конфіденційну інформацію. Одночасно 

з'являється шкідливе програмне забезпечення на основі штучного інтелекту, таке як 

Just-in-Time (JIT), яке динамічно генерує шкідливий код під час виконання, щоб 

адаптувати атаки до конкретних вразливостей системи, уникаючи традиційних 

інструментів статичного аналізу… 

Прогнозується, що тенденція до зростання кількості випадків використання 

програм-вимагачів продовжиться (на 47% у 2025 році) завдяки впровадженню 

штучного інтелекту, який автоматизує атаки, зменшує потребу в людських 

ресурсах і дозволяє групам, що використовують програми-вимагачі, отримувати 

більший фінансовий прибуток. Крім того, браузер став основною поверхнею для 

атак, що призвело до збільшення кількості веб-атак за допомогою шкідливих 

розширень, фішингу та шкідливого програмного забезпечення для викрадення 

інформації, оскільки організації використовують незахищені веб-платформи 

програмного забезпечення як послуги. Нарешті, очікується, що внутрішні загрози, 

які є причиною найдорожчих випадків порушення безпеки даних, будуть 

посилюватися через розширення площі атаки внаслідок віддаленої роботи та 

зростання тіньових ІТ/ШІ, що ускладнює спостереження за діяльністю 

користувачів. 

Буйновскіс підкреслює, що підприємства, особливо малі з обмеженим 

бюджетом, повинні надавати пріоритет розробці комплексних стратегій 

кібербезпеки та підвищенню обізнаності співробітників, щоб пом'якшити ці збіжні 

загрози». (Tim Sandle. AI-powered social engineering to more dangerous 

ransomware: Key cybersecurity threats to businesses in 2026 // DIGITAL JOURNAL 

INC. (https://www.digitaljournal.com/tech-science/ai-powered-social-engineering-to-
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more-dangerous-ransomware-key-cybersecurity-threats-to-businesses-in-2026/article). 

08.12.2025). 

*** 

 

«Незважаючи на збільшення бюджетів на безпеку, кількість порушень 

кібербезпеки зростає: у першій половині 2025 року відбулося понад 8000 

глобальних порушень безпеки даних, в результаті яких було викрадено 

приблизно 345 мільйонів записів. 13-й щорічний прогноз Experian щодо 

порушень безпеки даних передбачає, що нові технології, зокрема штучний інтелект 

(ШІ), стануть джерелом майбутніх загроз… 

Майкл Брюммер, віце-президент Experian Global Data Breach Resolution, 

зазначив, що п'ять із шести прогнозів на 2026 рік стосуються штучного інтелекту, 

зосереджуючись на таких загрозах, як агентний штучний інтелект, поєднання 

штучного інтелекту та квантових обчислень, а також зростання поліморфного 

шкідливого програмного забезпечення (шкідливе програмне забезпечення, яке 

змінює свій код). Єдиним прогнозом, що не стосується штучного інтелекту, є 

очікуване подвоєння кількості жінок у світі хакерів у 2026 році, що відображає 

загальне зростання кількості жінок у сфері кібербезпеки, яка з 2017 року зросла з 

11% до майже 35% завдяки програмам STEM та більшій кількості робочих місць… 

Щоб захиститися від цих нових загроз, Брюммер радить споживачам уникати 

натискання на шкідливі посилання, ніколи не користуватися громадським Wi-Fi, 

уникати QR-кодів (оскільки люди не можуть відрізнити підроблені) та 

використовувати віртуальні кредитні картки для покупок. Він також рекомендує 

використовувати шифрування та VPN на всіх пристроях». (Fallon Howard. 

Cybersecurity new data breach study 2026; how to protect your identity? // Sinclair, 

Inc. (https://cbsaustin.com/news/nation-world/cybersecurity-new-data-breach-study-

2026-how-to-protect-your-identity). 07.12.2025). 

*** 

 

«ФБР випустило суворе попередження напередодні свят (PSA I-120525) 

про сплеск шахрайських схем «віртуального викрадення», в яких 

використовуються змінені зображення, викрадені з соціальних мереж та інших 

публічних сайтів. Злочинці зв'язуються з жертвами через повідомлення, 

стверджуючи, що їхній близький був викрадений, і додають до повідомлень 

фотографії або відео, які здаються справжніми «доказами життя» (але які все 

частіше є сфабрикованими або підробленими), щоб змусити жертв негайно 

сплатити викуп, часто супроводжуючи це явними погрозами насильства… Щоб 

зменшити ризик виявлення, шахраї можуть використовувати тимчасові 

повідомлення, які швидко зникають. З огляду на повсюдну поширеність таких 

платформ, як Facebook, LinkedIn та X, бюро зазначає, що ризик зріс, поряд з 

іншими сучасними загрозами, такими як підробка торгових марок та шкідливе 

програмне забезпечення для крадіжки грошей. Поради ФБР щодо запобігання: 

будьте обережні, публікуючи інформацію про зниклих осіб в Інтернеті (шахраї 

використовують ці публікації), уникайте обміну особистими даними з 

незнайомцями під час подорожей, домовтеся про «кодове слово», яке знаєте тільки 
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ви та ваші близькі, зупиніться, щоб оцінити, чи мають сенс вимоги викрадача, і 

завжди намагайтеся зв'язатися з нібито жертвою, перш ніж розглядати можливість 

виплати викупу». (Davey Winder. FBI Issues Critical Facebook, LinkedIn And X 

Photo Attack Warning // Forbes Media LLC 

(https://www.forbes.com/sites/daveywinder/2025/12/07/fbi-issues-critical-facebook-

linkedin-and-x-photo-attack-warning/). 07.12.2025). 

*** 

 

«Транспортні та логістичні компанії стали головними цілями 

кіберзлочинців. Сучасні ланцюги поставок залежать від постійного обміну 

даними між перевізниками, портами, складами, роздрібними торговцями та 

сторонніми цифровими платформами; одне порушення може зупинити 

поставки до супермаркетів, лікарень та заводів, надаючи зловмисникам 

величезний важіль для вимагання викупу. Злочинці також знають, що цей 

сектор відстає від фінансового в плані інвестицій у безпеку: багато операторів все 

ще використовують застарілі ІТ-системи, мають недостатній моніторинг та 

мінімальну обізнаність персоналу. Порушення безпеки Jaguar-Land-Rover на суму 2 

мільярди фунтів стерлінгів показує, наскільки дорогою може бути така аварія… 

Отже, для підвищення стійкості потрібно більше, ніж нові брандмауери. 

Компанії повинні: 

• Посилити базові заходи безпеки – надійні паролі, багатофакторна 

автентифікація, своєчасне встановлення виправлень, сегментація мережі та 

цілодобовий моніторинг. 

• Впровадити підхід «нульової довіри» у всьому розширеному ланцюжку 

поставок, зобов'язавши партнерів дотримуватися тих самих стандартів. 

• Розробити та відпрацювати плани реагування на інциденти, в яких чітко 

визначені ролі, схеми прийняття рішень та заздалегідь затверджені публічні 

повідомлення; необхідними є офлайн-резервні копії та можливість швидкого 

відновлення… 

• Включіть положення про кібербезпеку та захист даних у всі логістичні 

контракти та регулярно переатестуйте постачальників; підготуйте плани дій у 

надзвичайних ситуаціях та альтернативних перевізників на випадок, якщо партнер 

зазнає збитків. 

• Слідкуйте за посиленням правил: законодавство Великобританії, директиви 

ЄС NIS2 та DORA вимагають підтвердження управління ризиками та своєчасного 

повідомлення про порушення. 

• Зробіть кібербезпеку пріоритетом для правління; регулярні навчальні 

тренування допомагають керівникам усвідомити операційний, фінансовий та 

емоційний вплив атаки та сформувати культуру пильності від складу до 

керівництва… 

Технології, управління та постійне навчання персоналу повинні йти в ногу; 

тільки тоді транспортні та логістичні компанії зможуть забезпечувати переміщення 

товарів і захищати як доходи, так і репутацію в умовах дедалі більш ворожої 

загрози». (Under attack: why transport and logistics is a prime cyber target // 
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Weightmans LLP  (https://www.weightmans.com/insights/under-attack-why-transport-

and-logistics-is-a-prime-cyber-target/). 08.12.2025). 

*** 

 

«…Зловмисник, який розмістив оголошення на форумі кіберзлочинців, 

стверджує, що зламав систему авіакомпанії Badr Airlines (Судан) і пропонує 

2,21 ГБ внутрішніх матеріалів за червень-липень 2025 року в обмін на 

криптовалюту. Серед викрадених матеріалів нібито є посібник з диспетчерського 

обслуговування рейсів (понад 1400 сторінок операційних процедур і процедур для 

літаків Boeing 737), посібники з програми безпеки компанії та системи управління 

безпекою, мінімальні списки обладнання для всього парку літаків, стандартні 

операційні процедури наземного обслуговування та контактні дані персоналу 

станції в Кігалі. До оголошення додано скріншот посібника з диспетчерського 

обслуговування… Якщо ця інформація є правдивою, витік даних може розкрити 

архітектуру безпеки та робочі процеси Badr, що збільшить ризик атак соціального 

інжинірингу або вимагання. Приватна авіакомпанія з Хартума, одна з небагатьох, 

що продовжує літати в умовах хаосу в цивільній авіації Судану, має річний дохід 

близько 56 мільйонів доларів і обслуговує регіональні пасажирські, вантажні та 

гуманітарні маршрути; вона ще не прокоментувала ці заяви… 

Цей інцидент став ще одним важким випробуванням для кібербезпеки авіації 

в цьому році. У листопаді пов'язані з Росією зловмисники, що використовують 

програмне забезпечення-вимагач Everest, здійснили напад на іспанську компанію 

Iberia, заявивши про довгостроковий доступ до систем бронювання та 

опублікувавши дані клієнтів. Ця ж група також атакувала компанію Collins 

Aerospace, вивівши з ладу програмне забезпечення для реєстрації MUSE в 

декількох європейських аеропортах, а потім опублікувала 23 ГБ викрадених файлів. 

Інциденти з Badr, Iberia та Collins підкреслюють зростаючу загрозу для 

авіакомпаній та їхніх ланцюгів постачання в той час, коли стійкість галузі вже 

перебуває під тиском». (Paulina Okunytė. Sudan’s war-shaken aviation sector 

receives one more blow: hackers claim to be selling internal documents // Cybernews 

(https://cybernews.com/security/badr-airlines-data-breach-sudan/). 10.12.2025). 

*** 

 

«Піковий сезон продажів приносить піковий кіберризик. Під час свят 

фішинг, програми-вимагачі та інші атаки різко зростають, оскільки злочинці 

використовують велику кількість онлайн-транзакцій. У 2024 році Bitdefender 

виявив, що 77 % електронних листів на тему «Чорної п'ятниці» були 

шахрайськими, що на 7 % більше, ніж у попередньому році. Проте більшість із 5,5 

мільйонів малих підприємств Великобританії все ще розглядають кібербезпеку як 

технічну необхідність, а не як засіб захисту доходів… 

Посол Bitdefender Рамон Рей закликає власників «замикати цифрові двері» 

так само, як вони замикають свої будинки. Перш за все, необхідно підвищити 

обізнаність: співробітники повинні навчитися ставити під сумнів несподівані 

рахунки, підозрілі посилання або схожі на справжні сайти для покупок, які 

злочинці створюють для збору даних карток. Потім додайте базові засоби захисту: 
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• Безпека паролів — використовуйте менеджер паролів замість повторного 

використання або записування логінів. 

• Постійне сканування посилань і документів, що блокує шкідливі сторінки 

як на ноутбуках, так і на смартфонах. 

• Вбудований VPN для захисту даних, коли співробітники підключаються до 

громадських мереж Wi-Fi в кафе або аеропортах… 

Штучний інтелект має як позитивні, так і негативні сторони: великі мовні 

моделі дозволяють зловмисникам автоматично генерувати масштабні фішингові 

атаки та фейкові відео, що імітують клієнтів або постачальників, але інструменти 

безпеки на основі штучного інтелекту можуть виявляти такі шахрайські дії 

швидше, ніж люди. Bitdefender забезпечує постійні автоматичні оновлення, тому 

захист працює у фоновому режимі, не відволікаючи уваги керівництва… 

Висновок: святковий бізнес приносить прибуток тільки в тому випадку, якщо 

системи залишаються безпечними; ставлення до кібербезпеки як до «страхування 

бізнесу» допомагає малим компаніям підтримувати високий рівень продажів і 

довіру клієнтів». (Why small businesses can’t afford to overlook cybersecurity this 

peak season // Raconteur (https://www.raconteur.net/technology/why-small-businesses-

cant-afford-to-overlook-cybersecurity-this-peak-season). 10.12.2025). 

*** 

 

«Кінотеатри Living Room Theaters в Індіанаполісі були змушені 

припинити роботу на тиждень в середині листопада після того, як кібератака 

вивела з ладу їхні системи продажу квитків та комп'ютерні системи — цей 

випадок є символічним для того, з чим зараз стикаються багато малих 

підприємств у США. Нове опитування Identity Theft Resource Center (ITRC) 

показує, що 81 % малих підприємств зазнали порушень безпеки або витоку даних 

протягом останніх 12 місяців, і в понад 40 % цих інцидентів певну роль відіграли 

тактики, засновані на штучному інтелекті. Понад половина постраждалих компаній 

втратили від 250 000 до 1 мільйона доларів, а 38 % заявили, що компенсували 

витрати на відновлення, підвищивши ціни, що створило прихований 

«кіберподаток», який перекладається на споживачів… Додаткові наслідки 

включають підрив довіри клієнтів та підвищення плинності кадрів. Проте лише 38 

% респондентів відчували себе «дуже готовими» до атаки. Президент ITRC Джеймс 

Лі зазначає, що підприємства повинні створити «культуру безпеки», наголошуючи 

на необхідності постійного навчання, оскільки фішинг — через текстові 

повідомлення, електронну пошту, дзвінки або підроблені веб-сайти — залишається 

основним вектором порушення безпеки. Федеральна торгова комісія радить 

компаніям і співробітникам автоматично оновлювати програмне забезпечення для 

безпеки та ОС телефонів, увімкнути багатофакторну автентифікацію та регулярно 

створювати резервні копії даних, щоб зменшити вплив неминучих атак». (Kara 

Kenney. Report: 81-percent of small businesses suffered a cyberattack in the last year // 

Scripps Media, Inc (https://www.wrtv.com/news/wrtv-investigates/report-81-percent-of-

small-businesses-suffered-a-cyberattack-in-the-last-year). 10.12.2025). 

*** 
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«У понеділок національна поштова група Франції La Poste та її 

банківська дочірня компанія La Banque Postale зазнали серйозного збою в 

роботі мережі, який, як підозрюється, був спричинений розподіленою атакою 

типу «відмова в обслуговуванні». Цей інцидент призвів до відключення 

головного веб-сайту La Poste, порталу відстеження посилок, хмарного сервісу 

Digiposte, платформи цифрової ідентифікації та мобільних додатків, а також 

частково порушив роботу поштових відділень у напружений період різдвяних 

доставок. Минулого року La Poste обробила приблизно 2,6 мільярда посилок… 

Веб-канали та мобільні банківські канали La Banque Postale також були 

недоступними, хоча банк заявив, що основні операції — міжбанківські перекази, 

зняття готівки в банкоматах, оплата картками в точках продажу та перекази Wero 

— продовжували працювати. Обидві організації наголосили, що дані клієнтів не 

були скомпрометовані. Команди працюють над відновленням систем, але на 

момент публікації основний сайт залишався недоступним. Ця атака сталася після 

недавнього злом у Міністерстві внутрішніх справ Франції, який був заявлений як 

помста за арешти членів хакерської групи ShinyHunters/Hollow; згодом влада 

затримала 22-річного підозрюваного хакера». (Paulina Okunytė. France’s postal and 

banking systems attacked as Christmas rush peaks // Cybernews 

(https://cybernews.com/security/france-la-poste-cyberattack-la-banque-postale/). 

23.12.2025). 

*** 

 

«На основі аналізу поточної загрози та аналізу галузі, Link11 прогнозує 

п'ять ключових змін у сфері кібербезпеки, які будуть визначати ландшафт 

загроз у Європі в 2026 році. По-перше, DDoS-атаки все частіше будуть 

використовуватися як відволікаючий маневр — димова завіса, покликана 

відволікти увагу ІТ-команд, поки зловмисники одночасно проникають у мережі, 

викрадають дані або розгортають приховане шкідливе програмне забезпечення в 

гібридних, багатовекторних вторгненнях. По-друге, поширення та складність 

архітектур API-First збільшать ризик неправильної конфігурації та зловживання 

бізнес-логікою, що зробить недокументовані або неналежним чином захищені API 

головними цілями для автоматизованих кампаній зі збору даних та заповнення 

облікових даних у фінансовому, електронній комерції та державному секторах… 

Щоб протидіяти цим складним багаторівневим загрозам, третя тенденція 

передбачатиме прискорення переходу до інтегрованих платформ захисту веб-

додатків та API (WAAP), які витіснять фрагментовані інструменти веб-безпеки 

завдяки кореляції сигналів на всіх рівнях захисту. По-четверте, штучний інтелект 

для запобігання DDoS-атакам стане необхідним, оскільки величезні ботнети IoT 

генерують миттєві сплески трафіку, які перевантажують системи, що базуються на 

правилах; ефективний захист вимагатиме аналізу поведінки та автономних 

можливостей запобігання, що працюють за мілісекунди. Нарешті, регуляторний 

тиск посилиться через такі рамки, як NIS2 і DORA, що накладають суворі 

зобов'язання щодо повідомлення про порушення (часто протягом 24-72 годин) і 

посилений контроль за безпекою ланцюга поставок, перетворюючи дотримання 

вимог з щорічного завдання на невід'ємну оперативну практику…» (Link11 
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Identifies Five Cybersecurity Trends Set to Shape European Defense Strategies in 2026 

// Next Big Future (https://www.nextbigfuture.com/2025/12/link11-identifies-five-

cybersecurity-trends-set-to-shape-european-defense-strategies-in-2026.html). 

16.12.2025). 

*** 

 

«…Пізно в понеділок ввечері китайський гігант коротких відео Kuaishou 

зазнав високоавтоматизованої «бот-облоги» на базі штучного інтелекту, в ході 

якої було задіяно приблизно 17 000 щойно зареєстрованих акаунтів для 

трансляції порнографічного та насильницького контенту протягом 90 хвилин. 
Потік заздалегідь записаних незаконних відео перевантажив інструменти модерації 

контенту платформи і змусив Kuaishou закрити всю службу прямих трансляцій, 

видаливши навіть законні трансляції, доки не було завершено аварійне 

відновлення. Компанія з кібербезпеки Qi-Anxin, яка стежила за атакою, заявила, що 

вона мала всі ознаки промислової автоматизації: послуги з розпізнавання 

CAPTCHA, маскування місцезнаходження за допомогою викрадених домашніх 

пристроїв та обличчя, згенеровані штучним інтелектом або зациклені, щоб 

уникнути перевірки в режимі реального часу… 

Експерти стверджують, що цей інцидент викриває розширення розриву між 

швидко розвиваючимися техніками атак на основі штучного інтелекту та 

переважно ручними, заснованими на правилах засобами захисту. Вони виступають 

за перехід до моделі «нульової довіри» — коли кожен новий обліковий запис 

розглядається як ворожий, доки не буде перевірено нормальні моделі використання 

— та до вдосконаленого модераторства на основі штучного інтелекту, яке може 

паралельно аналізувати відео, аудіо та текст для виявлення скоординованих 

аномалій. Внутрішні загрози та недостатній контроль доступу також були 

визначені як критичні слабкі місця; аналітики рекомендують політику мінімальних 

привілеїв, затвердження чутливих дій кількома особами та постійний моніторинг 

діяльності співробітників у неробочий час… 

Лі Хуайшен, фахівець з кіберзаконодавства, порівняв цю операцію з «атакою 

CC», яка імітує законних користувачів, щоб вичерпати ресурси платформи для 

обробки даних. Він попередив, що великі платформи часто недооцінюють витрати 

та необхідність безперервності для надійного кіберзахисту, і натякнув, що 

регуляторні органи можуть розглядати недостатньо захищені компанії як жертв і 

адміністративних порушників. Kuaishou відновив прямі трансляції, поінформував 

органи влади та пообіцяв вжити юридичних заходів, але цей напад підкреслює 

більш загальний висновок: людські модератори та традиційні інструменти не 

можуть встигати за промисловим масштабом кіберзловживань, що базуються на 

штучному інтелекті, тому всім великим платформам терміново потрібні адаптивні 

засоби захисту на основі штучного інтелекту та суворі рамки нульової довіри». (Li 

Lei. AI-powered cyberattack on Kuaishou exposes need to bolster defenses // China 

Daily Information Co (CDIC) 

(https://www.chinadaily.com.cn/a/202512/24/WS694b3af5a310d6866eb3026d.html). 

24.12.2025). 

*** 
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«Глобальний звіт Cyble про кібербезпеку на 2025 рік знаменує 

переломний момент: атаки більше не є поодинокими випадками, а є 

високоавтоматизованими, масштабними і часто самокерованими… 

Прогрес у 2025 році 

• Виявлення на основі штучного інтелекту, постійний моніторинг та 

архітектури нульової довіри забезпечили багатьом компаніям більш раннє 

попередження та менший радіус ураження. 

• Покращилася координація між державним і приватним секторами; 

європейський закон про штучний інтелект та більш суворі закони в Китаї, Японії та 

Індії сприяли посиленню вимог до звітності та підзвітності… 

Постійні загрози та їх посилення  

• Кількість інцидентів із використанням програм-вимагачів зросла на 50% до 

майже 6000, причому найбільше постраждали виробництво, будівництво, охорона 

здоров'я та ІТ; важелем впливу був не збиток даних, а простої. 

• Кількість випадків порушення безпеки даних перевищила 6000, причому 

найбільше постраждали урядові установи та фінансово-банківський сектор. 

• На процвітаючому підпільному ринку було розміщено понад 3000 

пропозицій щодо доступу до корпоративних мереж, що дозволило зловмисникам 

«купувати» доступ замість того, щоб зламувати системи… 

Автоматизація та «агентні» атаки 

• Ланцюги атак тепер використовують автономне прийняття рішень для 

сканування, експлуатації та маневрування. Дев'яносто чотири нульові дні — 25 з 

них критичні — були використані як зброя, іноді протягом декількох годин. 

Додатки для передачі файлів, шлюзи VPN та інше периферійне програмне 

забезпечення були улюбленими точками входу, як показали масові кампанії з 

експлуатації вразливостей CL0P. 

• Ідентифікатори машин переважають ідентифікатори людей у 

співвідношенні 82:1, створюючи величезну площу для глибоких підробок CEO та 

підроблених облікових даних… 

Геополітична та ідеологічна нестабільність 

• Понад 40 000 публікацій хактивістів, що містять викрадену інформацію, 

з'явилися на понад 41 000 доменах; DDoS-атаки та кампанії з дефейсингу 

відображали конфлікти на Близькому Сході та в Південній Азії. Фінансові мотиви 

більше не є єдиним рушієм; зараз на перший план виходять дестабілізація та 

пропаганда. 

Чим відрізнялися стійкі організації 

• Припускали ризик; надавали пріоритет видимості та швидкості над 

кількістю інструментів. 

• Використовували уніфіковану розвідку — пов'язуючи розмови про 

програмне забезпечення для вимагання викупу, списки посередників доступу, 

діяльність нульового дня та геополітичні сигнали — щоб діяти до поширення 

шкоди. 

• Зосередилися на швидкому виявленні, локалізації та відновленні, а не на 

недосяжній досконалості… 
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Перспективи 

2025 рік доводить, що стійкість залежить від надійних ідентифікаційних 

даних, цілісності даних та контексту в режимі реального часу. Реактивна 

периметральна безпека поступилася місцем проактивній, інтелектуальній обороні. 

Переможцями стануть ті, хто зможе чітко бачити свої ризики, забезпечити безпеку 

автономних агентів і швидко перейти від поточної криптографії до постквантових 

стандартів, від ізольованих команд до уніфікованих платформ, перш ніж 

автоматизовані супротивники знову завдадуть удару». (Cybersecurity in 2025: The 

Good, the Bad & the Agentic Reality // Cyble Inc (https://cyble.com/knowledge-

hub/cybersecurity-good-bad-agentic-reality/). 25.12.2025). 

*** 

 

«…Перша половина 2025 року підтвердила, що кіберризик більше не є 

випадковою неприємністю, а постійною, швидко зростаючою загрозою для 

кожного сектора. У листопаді атака на ChatGPT від OpenAI, здійснена через його 

постачальника аналітики Mixpanel, викрила паролі, ключі API, платіжні дані та 

журнали чатів, продемонструвавши, наскільки вразливими можуть бути навіть 

найсучасніші послуги штучного інтелекту, коли зв'язки з третіми сторонами є 

слабкими. Та сама компрометація Mixpanel дозволила банді ShinyHunters викрасти 

200 мільйонів записів користувачів з гігантського сайту для дорослих Po$^&ub, 

довівши, що брокери даних підпільного ринку можуть монетизувати практично 

будь-яку платформу. На рівні національної держави американські чиновники 

повідомили, що пов'язані з Китаєм хакери «Salt Typhoon» проникли в декілька 

федеральних агентств, які контролюють телекомунікації, оборону та критичну 

інфраструктуру, використовуючи експлойти нульового дня та соціальну інженерію 

для викрадення секретних матеріалів, що знову розпалило дискусію про 

кіберзапобігання… 

Тим часом злочинні угруповання активізували кампанії з використанням 

програм-вимагачів проти лікарень, скасовуючи операції та змушуючи 

перенаправляти пацієнтів, а скоординована серія вторгнень у великі банки 

поєднувала фішинг, соціальну інженерію та недоліки застарілих систем, щоб 

переказати мільйони на рахунки, які неможливо відстежити. Атаки на ланцюги 

постачання також еволюціонували: один відомий постачальник програмного 

забезпечення для підприємств несвідомо відправив шкідливий код у рамках 

звичайних оновлень, що спричинило каскадний збій у тисячах мереж клієнтів… 

У сукупності ці інциденти демонструють масштаби сучасної кібервійни: 

платформи штучного інтелекту, хмарна аналітика, охорона здоров'я, фінанси, уряд і 

ланцюги постачання програмного забезпечення — все це є об'єктом атак. Вони 

також виявляють загальні слабкі місця — залежність від третіх сторін, системи без 

патчів, невідповідні плани дій у разі інцидентів — і підтверджують, що програми-

вимагачі, збір даних і державне шпигунство зближуються. Тільки постійні 

інвестиції в архітектури нульової довіри, постійне оновлення, ретельна перевірка 

ланцюгів постачання, спеціалізовані кіберталанти та транскордонний обмін 

інформацією можуть почати стримувати цю хвилю…» (Naveen Goud. Biggest Cyber 

Attacks of the Year 2025: A Wake-Up Call for Cybersecurity // Cybersecurity Insiders  
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(https://www.cybersecurity-insiders.com/biggest-cyber-attacks-of-the-year-2025-a-

wake-up-call-for-cybersecurity/). 17.12.2025). 

*** 

 

«Сучасні атаки розгортаються у вигляді розрізнених сигналів низького 

рівня в веб-додатках, DNS, кінцевих точках, хмарних сховищах і мережевих 

потоках; тільки після їх кореляції центр безпеки (SOC) може побачити всю 

кампанію в цілому. Чотири анонімні інциденти ілюструють цю тезу… 1) Хвиля 

спроб включення локальних файлів на публічному веб-сайті була заблокована на 

WAF, що доводить ефективність периметральних засобів контролю, але також 

свідчить про активну розвідку, яка могла призвести до крадіжки облікових даних 

або виконання коду. 2) Кінцева точка спробувала вирішити проблему домену 

хмарної ідентичності з помилкою в написанні — часто це перший крок у збиранні 

облікових даних — що підкреслює цінність моніторингу DNS та кореляції 

журналів ідентичності. 3) Автоматичне сканування корпоративного хмарного 

сховища виявило артефакт веб-оболонки, що вказує на компрометацію облікового 

запису або зловживання ланцюжком постачання; виявлення цього артефакту до 

його виконання зупинило його стійкість і вторинні корисні навантаження. 4) 

Обмежений хост ініціював зашифрований трафік до забороненої географічної 

області, що відповідає поведінці командно-контрольного центру або підготовки 

даних; для виключення витоку даних і порушень відповідності були необхідні 

перевірка політики та відстеження процесів… Відповідність кожного сповіщення 

тактиці MITRE ATT&CK прояснює наміри зловмисника, а контекстний аналіз 

перетворює шум на інформацію, скорочує час перебування та запобігає впливу на 

бізнес. Висновок: блокування подій є недостатнім — команди з безпеки повинні 

об'єднати багатоканальну телеметрію, застосовувати виявлення на основі поведінки 

та підтримувати постійне розслідування за участю людини та машини, щоб не дати 

зловмисникам просунутися далі ранньої розвідки». (Aniket Gurao. Real-World 

Cyber Attack Detection: How Modern SOCs Identify, Block, and Contain Advanced 

Threats // Techstrong Group Inc. (https://securityboulevard.com/2025/12/real-world-

cyber-attack-detection-how-modern-socs-identify-block-and-contain-advanced-

threats/). 24.12.2025). 

*** 

 

«… Дослідники Ontinue викрили зловмисників, які використовували 

Nezha – китайську платформу з відкритим кодом для моніторингу серверів – 

як приховану задню двері для подальшої експлуатації. 

Зазвичай Nezha встановлюється адміністраторами як нешкідлива система 

агентів-панелей для перегляду показників сервера та виконання віддалених команд. 

Оскільки агент повинен працювати як root/SYSTEM, після підключення до панелі, 

контрольованої зловмисником, він надає повні права на інтерактивну оболонку, 

передачу файлів та виконання команд – без додаткового шкідливого програмного 

забезпечення або підвищення привілеїв… 

Основні висновки 
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• Зловмисники доставили скрипт установки Bash (написаний китайською 

мовою), який непомітно встановлює легальний агент Nezha і налаштовує його для 

зв'язку з сервером C2 на Alibaba Cloud (47.79.42.91). 

• Сотні кінцевих точок Windows і Linux були зареєстровані, перш ніж 

захисники це помітили; бінарний файл показав «0/72» виявлення на VirusTotal, 

оскільки це автентичне програмне забезпечення. 

• Тільки коли зловмисники почали видавати команди через агент, телеметрія 

SOC спрацювала, продемонструвавши, наскільки добре ця техніка обходить 

інструменти, що базуються на сигнатурах… 

Вплив 

• Повний адміністративний контроль над скомпрометованими хостами 

(root/SYSTEM). 

• Немає потреби в спеціальних корисних навантаженнях, додаткових 

інструментах або гучних експлойтах для підвищення привілеїв… 

Рекомендації 

• Негайно шукайте несподіваних агентів Nezha та вихідний трафік до 

невідомих панелей управління. 

• Застосовуйте моніторинг поведінки, щоб позначати інтерактивні оболонки, 

передачу файлів та інші дії на рівні адміністратора, що походять від агентів 

моніторингу. 

• Застосовуйте список дозволених та суворий контроль змін до програмного 

забезпечення для моніторингу серверів та вихідних з'єднань. 

Цей випадок підкреслює, як перепрофілювання законних ІТ-утиліт дозволяє 

зловмисникам обходити традиційні засоби захисту від шкідливого програмного 

забезпечення, та наголошує на необхідності виявлення, що враховує поведінку та 

контекст». (Tushar Subhra Dutta. Threat Actors Weaponizing Nezha Monitoring Tool 

as Remote Access Trojan // Cyber Security News (https://cybersecuritynews.com/threat-

actors-weaponizing-nezha-monitoring-tool/#google_vignette). 23.12.2025). 

*** 

 

«…Події минулого тижня показують, наскільки кіберзлочинність 

перетворилася на промислове підприємство. Зловмисники тепер віддають 

перевагу швидкості, масштабу та автоматизації, перетворюючи окремі атаки на 

повторювані кампанії, які вражають тисячі цілей до появи патчів. Домінують 

чотири моделі: 

• Масові атаки з віддаленим виконанням коду: нещодавно виявлені 

вразливості React/JavaScript активно експлуатуються в Інтернеті такими групами, 

як Earth Lamia та Jackpot Panda. Один незахищений веб-сервер може бути 

захоплений, заражений веб-оболонками та використаний як плацдарм для 

поширення та крадіжки даних. 

• Програми-вимагачі як послуга: такі угруповання, як Qilin, постачають 

готові набори для шифрування/вимагання грошей своїм партнерам, які отримують 

доступ за допомогою фішингу або викрадених облікових даних. Модель 

франчайзингу знижує бар'єр кваліфікації та перетворює вторгнення на подвійне 

вимагання грошей, що паралізує роботу та спричиняє юридичну відповідальність… 
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• Взлом ланцюжка поставок за допомогою інструментів віддаленого 

управління: після злому платформи RMM MSP зловмисники отримують надійний 

доступ з високим рівнем привілеїв до сотень кінцевих клієнтів — без необхідності 

використання шкідливого програмного забезпечення. Такі порушення можуть 

підірвати довіру клієнтів і спричинити штрафні санкції з боку регуляторних 

органів. 

• Гіпероб'ємні DDoS-атаки: ботнети IoT класу Mirai (наприклад, AISURU) 

зараз генерують трафік інтенсивністю в десятки терабіт на секунду, випереджаючи 

традиційні обмеження швидкості та виводячи хмарні сервіси з ладу на достатньо 

довгий час, щоб спричинити втрату доходів та штрафи за порушення SLA… 

Спільні риси: зловмисники автоматизують сценарії атак, зловживають 

надійними адміністративними інструментами, віддають перевагу швидкому 

використанню над прихованістю та об'єднують кілька етапів в одну кампанію. 

Тому захист повинен перейти від периферійних пристроїв до постійного 

управління вразливістю, швидкого виправлення активів, що мають доступ до 

Інтернету, виявлення поведінки відповідно до MITRE, ретельного моніторингу 

ідентичностей та адміністративних платформ, а також заздалегідь організованого 

глобального очищення від DDoS-атак. 

Успіх більше не вимірюється кількістю інструментів, якими володіє 

організація, а тим, як швидко вона може виявити найперші ознаки атаки, 

співвіднести їх у веб-, ідентифікаційному, хмарному та мережевому шарах і 

зупинити кампанію до того, як буде завдано реальної шкоди». (Aniket Gurao. 

Recent Cyber Attacks and Threat Actor Activity: A Deep Dive into the Evolving Threat 

Landscape // Techstrong Group Inc. (https://securityboulevard.com/2025/12/recent-

cyber-attacks-and-threat-actor-activity-a-deep-dive-into-the-evolving-threat-

landscape/). 24.12.2025). 

*** 

 

Діяльність хакерів та хакерські угруповування 

 

«…Akira стала однією з найагресивніших груп, що займаються 

викраденням даних з метою вимагання викупу, з 2023 року, зібравши майже 

250 мільйонів доларів у вигляді вимог викупу та завдавши удару по більш ніж 

250 організаціям у сферах виробництва, освіти, ІТ та охорони здоров'я у США 

та Європі. Оновлене спільне повідомлення від FBI, CISA, DoD, HHS, Європолу та 

поліції Франції, Німеччини та Нідерландів показує, що група може викрасти дані 

протягом двох годин після першого доступу і вже порушила роботу лікарень, 

шкільних округів, виробничих ліній та постачальників критично важливих 

комунікацій… 

Первинний доступ зазвичай отримують за допомогою вразливих або 

викрадених облікових даних для SonicWall та інших VPN-пристроїв (наприклад, 

CVE-2024-40766) або за допомогою інструментів для підбору паролів, таких як 

SharpDomainSpray. Отримавши доступ, оператори розширюють свою присутність 

за допомогою AnyDesk, LogMeIn та інших легальних утиліт для віддаленого 
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адміністрування, вимикають продукти для виявлення кінцевих точок, а потім 

викрадають або шифрують дані. Серед відомих жертв — BK Technologies 

(радіообладнання для служб екстреної допомоги США), Стенфордський 

університет, зоопарк Торонто, південноафриканський державний банк та 

британський валютний брокер London Capital Group… 

Платежі, які можна відстежити за допомогою блокчейну, та схожість коду 

пов'язують Акіру з неіснуючим картелем Conti, хоча зараз учасники діють як 

незалежні філії, розкидані по декількох країнах. Американські чиновники 

попереджають, що кожна зламана мережа «вдарить по цілих спільнотах», і в 

рекомендаціях закликають організації, особливо малі та середні підприємства, 

посилити захист VPN, запровадити багатофакторну автентифікацію, контролювати 

інструменти віддаленого доступу та готуватися до інцидентів, коли крадіжка даних 

відбувається за лічені години, а не дні». (Damien Bancal. Akira ransomware: FBI 

tallies 250 million in payouts // ZATAZ (https://www.zataz.com/akira-ransomware-fbi-

tallies-250-million-in-payouts/). 10.12.2025). 

*** 

 

Вірусне та інше шкідливе програмне забезпечення 

 

«Агентство з кібербезпеки та безпеки інфраструктури США (CISA) 

спільно з Агентством національної безпеки (NSA) та Канадським центром 

кібербезпеки попередило, що хакери, пов'язані з китайською державою, 

проникають у середовища VMware vSphere за допомогою сімейства 

шкідливого програмного забезпечення під назвою Brickstorm… 

Аналіз восьми зразків, знайдених у мережах жертв, показує, що зловмисники 

спеціально націлюються на сервери VMware vSphere і vCenter, щоб створити 

приховані несанкціоновані віртуальні машини та викрасти клоновані знімки 

віртуальних машин для подальшого викрадення облікових даних, використовуючи 

кілька рівнів шифрування (HTTPS, WebSockets, вкладені TLS), SOCKS-проксі для 

тунелювання та поперечного переміщення, та DNS-over-HTTPS (DoH) для 

приховування, а також функції самоконтролю для повторної інсталяції або 

перезапуску шкідливого програмного забезпечення у разі переривання… В одному 

випадку хакери зламали веб-сервер DMZ у квітні 2024 року, перейшли на 

внутрішній сервер vCenter, заразили контролери домену та викрали криптографічні 

ключі з сервера ADFS, зберігаючи доступ принаймні до вересня 2025 року, 

одночасно збираючи дані Active Directory, резервні копії системи та облікові дані…  

CISA закликає захисників особливо критичної інфраструктури та урядових 

структур використовувати надані правила YARA та Sigma, а також індикатори 

компрометації для виявлення Brickstorm, блокування неавторизованих 

постачальників DoH та зовнішнього трафіку, інвентаризації та моніторингу 

периферійних пристроїв, сегментації мереж для обмеження трафіку з DMZ до 

внутрішніх систем, а також для повідомлення про будь-яку пов'язану діяльність…  

CrowdStrike пов'язав ці кампанії Brickstorm проти американських юридичних, 

технологічних та виробничих компаній з китайською групою «Warp Panda», яка 
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також розгорнула нові імплантати Junction і GuestConduit в середовищах ESXi, тоді 

як Threat Intelligence Group від Google і Mandiant пов'язують операції Brickstorm з 

кластером UNC5221, який раніше використовував уразливості Ivanti zero-day проти 

урядових цілей за допомогою спеціальних шкідливих програм Spawnant і Zipline». 

(Sergiu Gatlan. CISA warns of Chinese "BrickStorm" malware attacks on VMware 

servers // Bleeping Computer® LLC 

(https://www.bleepingcomputer.com/news/security/cisa-warns-of-chinese-brickstorm-

malware-attacks-on-vmware-servers/). 04.12.2025). 

*** 

 

«Цьоготижневі новини з галузі безпеки підкреслюють, наскільки 

широкими та постійними стали цифрові загрози — від масштабних атак на 

інфраструктуру до серйозних порушень особистої конфіденційності. Ботнет 

Aisuru здійснив чергову рекордну DDoS-атаку, пікова потужність якої сягнула 

майже 30 Тбіт/с, що підкреслює, наскільки важким стало життя захисників мереж, 

навіть попри те, що звичайні користувачі в основному стикаються з ризиком, що 

їхні смарт-пристрої будуть захоплені такими ботнетами… Цей ризик не є 

теоретичним: у Південній Кореї чотири особи були заарештовані за злом понад 120 

000 камер безпеки Wi-Fi та продаж відеоматеріалів на сайтах для дорослих, що є 

суворим нагадуванням про необхідність блокування підключених до мережі 

домашніх гаджетів. У розпал передсвяткових покупок шахраї також активізуються, 

що спонукає до нових порад щодо виявлення підроблених пропозицій та 

забезпечення безпеки в Інтернеті. Google впроваджує нові засоби захисту на 

Android, щоб переривати шахрайські дзвінки в режимі реального часу, але 

пильність користувачів залишається надзвичайно важливою. У недавньому 

відкритому листі фахівці з безпеки закликали громадськість відмовитися від 

застарілих «хакерських міфів», таких як «ніколи не користуйтеся публічним Wi-

Fi», аргументуючи це тим, що такі ризики є рідкісними. Однак випадок в Австралії, 

де чоловік використовував Wi-Fi Pineapple для створення шахрайських мереж в 

аеропортах і на борту літаків, викрадаючи облікові дані мандрівників, показує, що 

базові запобіжні заходи, такі як використання VPN у незнайомих мережах, все ще є 

доцільними… 

Цей тиждень також нагадав, що загрози можуть надходити від інструментів, 

яким ми довіряємо щодня. Слідчі виявили семирічну кампанію, в рамках якої 

китайські розробники випускали дійсно корисні розширення для Chrome та Edge, а 

потім непомітно оновлювали їх, додаючи бекдори та шпигунське програмне 

забезпечення, яке в результаті заразило понад 4,3 мільйона користувачів, 

скориставшись несуворими перевірками магазину розширень і навіть ставши 

«рекомендованими» доповненнями. Користувачам настійно рекомендується 

перевірити розширення свого браузера та видалити все непотрібне або ненадійне… 

Тим часом, про тривалі наслідки атаки програм-вимагачів свідчить приклад 

найбільшого японського виробника пива Asahi, який повідомив, що в результаті 

жовтня атаки програм-вимагачів були викрадені дані про понад 1,5 мільйона 

клієнтів і сотні тисяч співробітників, членів їхніх сімей та контактів, хоча, на 

щастя, дані платіжних карток не були викрадені. Детальний публічний звіт Asahi 
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про інцидент, що включає інформацію про заходи реагування та посилення 

безпеки, є зразком прозорості.  

У всіх цих історіях простежується чітка закономірність: навіть незважаючи 

на те, що великі технологічні компанії впроваджують нові засоби захисту, реальна 

безпека все ще залежить від того, чи оновлюють користувачі свої пристрої, чи 

вибирають вони додатки та розширення, чи обережно ставляться до незнайомих 

мереж і чи пильнують за шахрайством, особливо під час напруженого святкового 

сезону…» (Alan Henry. 5 Cybersecurity Disasters You Missed This Week: Airport Wi-

Fi Hacks, Botnets, Spyware Extensions, and More // Ziff Davis, LLC. 

(https://www.pcmag.com/news/5-cybersecurity-disasters-you-missed-this-week-airport-

wi-fi-hacks-botnets). 05.12.2025). 

*** 

 

«Компанія Koi, що спеціалізується на кібербезпеці, виявила масштабну 

кампанію з розповсюдження шкідливого програмного забезпечення, в рамках 

якої китайська хакерська група під назвою ShadyPanda перетворила раніше 

легальні розширення для браузерів Chrome та Edge на шпигунське програмне 

забезпечення, яке заразило понад 4,3 мільйона пристроїв. В рамках однієї 

операції щонайменше п'ять давно перевірених розширень, серед яких Clean Master, 

програма для очищення кешу з понад 200 000 користувачів і статусом 

«Рекомендовано»/«Перевірено» в Chrome Web Store, нормально працювали 

протягом приблизно п'яти років, а потім у 2024 році були оновлені з додаванням 

шкідливого коду і згодом видалені Google… Друга операція стосується ще п'яти 

розширень, таких як менеджер вкладок WeTab з понад трьома мільйонами 

установок, які все ще доступні в магазині додатків Microsoft Edge; разом ці дві 

мережі охоплюють понад чотири мільйони користувачів по всьому світу. Введений 

код перетворює розширення на платформу для віддаленого виконання коду 

всередині браузера, непомітно завантажуючи та запускаючи JavaScript, збираючи 

дані про перегляди користувачів і надсилаючи їх у режимі реального часу на 

сервери в Китаї… 

Koi опублікував ідентифікатори розширень, пов'язані з кампанією, і радить 

користувачам перевірити встановлені додатки через chrome://extensions/ або 

edge://extensions/, увімкнути режим розробника для порівняння ідентифікаторів і 

негайно видалити всі перелічені розширення. ShadyPanda, яка діє принаймні з 2018 

року, раніше використовувала шкідливі програми для афілійованого шахрайства, а 

зараз, схоже, використовує той факт, що Google перевіряє оновлення існуючих 

розширень менш ретельно, ніж нові заявки, що полегшує поширення шкідливих 

оновлень серед великої існуючої бази користувачів». (Kishalaya Kundu. Popular 

Chrome and Edge extensions go rogue, infecting over 4 million devices with spyware // 

TechSpot, Inc. (https://www.techspot.com/news/110492-malicious-chrome-edge-

extensions-infected-over-43-million.html). 04.12.2025). 

*** 

 

«Звіт Cloudflare про загрози DDoS-атак за 3 квартал 2025 року свідчить 

про безпрецедентне зростання масштабів і частоти DDoS-атак, серед яких 
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домінує ботнет Aisuru, що контролює від 1 до 4 мільйонів інфікованих 
пристроїв по всьому світу. Aisuru регулярно здійснював гіпероб'ємні атаки, що 

перевищували 1 терабіт на секунду і 1 мільярд пакетів на секунду, причому в цьому 

кварталі кількість таких атак зросла на 54%, досягнувши світового рекорду в 29,7 

Тбіт/с і 14,1 Бпс. Загалом Cloudflare відбив 8,3 мільйона DDoS-атак у третьому 

кварталі, що на 15% більше, ніж у попередньому кварталі, і на 40% більше, ніж у 

минулому році, що в середньому становить майже 3780 атак на годину… 

У звіті висвітлено кілька геополітичних та галузевих тенденцій. У вересні 

кількість DDoS-атак на компанії, що займаються штучним інтелектом, зросла на 

347% порівняно з попереднім місяцем на тлі посилення регуляторного контролю, а 

кількість атак на гірничодобувну та автомобільну галузі різко зросла у зв'язку з 

ескалацією торговельних напружень між ЄС і Китаєм щодо рідкісних мінералів та 

тарифів на електромобілі. Атаки на мережевому рівні склали 71% від усіх атак і 

зросли на 87% у порівнянні з попереднім кварталом, при цьому UDP-флуди, 

спричинені Aisuru, зросли на 231%... 

З географічної точки зору, на Мальдівах, у Франції та Бельгії спостерігалося 

різке зростання кількості атак, що співпало з великими протестами та політичними 

заворушеннями. Індонезія залишалася головним джерелом атак у світі протягом 

усього року. Cloudflare наголошує, що традиційні локальні або за запитом засоби 

захисту від DDoS-атак більше не є достатніми в умовах постійно мінливого 

середовища загроз, і продовжує пропонувати безкоштовний необмежений захист 

від DDoS-атак усім своїм клієнтам». (Omer Yoachimik, Jorge Pacheco. Cloudflare's 

2025 Q3 DDoS threat report -- including Aisuru, the apex of botnets // Cloudflare, Inc. 

(https://blog.cloudflare.com/ddos-threat-report-2025-q3/). 03.12.2025). 

*** 

 

«З огляду на те, що щодня створюється приблизно 450 000 нових 

шкідливих програм, захист комп'ютера від вірусів та інших кіберзагроз є 

надзвичайно важливим. Почніть з регулярного оновлення операційної системи та 

всього програмного забезпечення, щоб отримати найновіші виправлення безпеки. 

Операційні системи Windows і macOS мають вбудовані безкоштовні антивірусні 

інструменти — Microsoft Defender і XProtect відповідно — які повинні бути 

ввімкнені за замовчуванням. Перевірте ці налаштування в системних параметрах і 

запускайте сканування за потреби… 

Для посиленого захисту розгляньте можливість використання стороннього 

антивірусного програмного забезпечення, такого як Bitdefender, яке пропонує 

швидке сканування, мінімальний вплив на систему та додаткові інструменти, такі 

як виявлення шахрайства, моніторинг даркнету та захист від крадіжки особистих 

даних. McAfee — ще один варіант, особливо корисний для домогосподарств, де є 

більше п'яти пристроїв, хоча він, як правило, працює повільніше і вимагає більше 

ресурсів. Також доступні безкоштовні альтернативи, такі як AVG Antivirus… 

Окрім антивірусу, увімкніть захист брандмауером, щоб блокувати підозрілі 

вхідні дані, та переконайтеся, що у вас є захист від шпигунського програмного 

забезпечення, який зазвичай входить до складу преміум-пакетів антивірусів. 

Навчіться розпізнавати фішинг та шахрайство, ретельно перевіряючи адреси 
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електронної пошти, посилання, привітання та вкладення, а також перевіряйте 

підозрілі повідомлення безпосередньо у заявленого відправника. Завантажуйте 

файли лише з надійних офіційних джерел, URL-адреси яких містять «HTTPS://», а 

також перевіряйте незнайомі веб-сайти перед завантаженням будь-яких матеріалів. 

Обмежте доступ до вашого комп'ютера та створіть окремі облікові записи 

користувачів з обмеженими правами для спільного використання. Захищайте дітей 

за допомогою батьківського контролю, навчайте їх безпеці в Інтернеті та стежте за 

їхньою цифровою активністю, не втручаючись надто сильно. Нарешті, регулярно 

створюйте резервні копії важливих файлів, використовуючи як хмарне сховище, 

так і зовнішній жорсткий диск, щоб захиститися від втрати даних внаслідок 

кібератак або збою системи…» (Dianna Gunn. Thousands of Computer Viruses Are 

Created Every Day. Here’s How to Protect Your Computer From Cyberattacks // Ziff 

Davis company (https://www.cnet.com/tech/services-and-software/how-to-protect-your-

computer-from-threats/). 03.12.2025). 

*** 

 

«У 2025 році компанія Kaspersky виявляла в середньому 500 000 

шкідливих файлів на день, що на 7% більше, ніж у попередньому році, 

оскільки глобальна кіберзагроза стала більш витонченою. Найбільший сплеск 

спостерігався у виявленні програм для крадіжки паролів (зростання на 59%) та 

шпигунського програмного забезпечення (зростання на 51%). Windows залишалася 

основною мішенню, яка зачепила 48% користувачів, тоді як 29% користувачів Mac 

стали жертвами атак… 

У світі 27% користувачів стикалися з веб-загрозами, які включають шкідливе 

програмне забезпечення, що використовує Інтернет для заподіяння шкоди, причому 

найвищі показники атак спостерігаються в Латинській Америці та Африці. Окремо 

33% користувачів стали жертвами загроз на пристроях, що поширюються через 

знімні носії або складні інсталятори, причому Африка лідирує в цій категорії з 

показником 41%... 

Олександр Ліскін, керівник відділу досліджень загроз компанії Kaspersky, 

підкреслив, що вразливості та викрадені облікові дані є найпопулярнішими 

методами порушення корпоративних мереж, пояснюючи різке зростання кількості 

крадіжок та шпигунського програмного забезпечення. Ліскін також зазначив 

відродження комерційного шпигунського програмного забезпечення (наприклад, 

Dante від Hacking Team), яке використовується в APT-кампаніях із застосуванням 

експлойтів нульового дня, а також значне зростання кількості атак на ланцюги 

постачання, включаючи поширеного черв'яка NPM Shai-Hulud. Він дійшов 

висновку, що надійні стратегії кібербезпеки та надійні рішення з безпеки є життєво 

важливими як для організацій, так і для індивідуальних користувачів, щоб 

зменшити ці дедалі складніші ризики…» (Kaspersky reveals alarming rise in daily 

cyber threats: 500 000 malicious files detected in 2025 // Independent Online 

(https://iol.co.za/business-report/economy/2025-12-03-kaspersky-reveals-alarming-rise-

in-daily-cyber-threats-500-000-malicious-files-detected-in-2025/). 03.12.2025). 

*** 
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«Matanbuchus — це завантажувач шкідливого програмного забезпечення 

на мові C++, який з 2020 року продається як Malware‑as‑a‑Service, що знижує 

бар'єр для зловмисників, які планують подальші атаки. У липні 2025 року 

дослідники виявили версію 3.0, яка є вдосконаленою збіркою, що посилює 

прихованість і контроль, зберігаючи при цьому характерну для цього інструменту 

простоту та ефективність. Зазвичай після того, як зловмисники отримують доступ 

через Microsoft QuickAssist і соціальну інженерію, вторгнення запускає командний 

рядок для завантаження шкідливого MSI, чий HRUpdate.exe завантажує DLL, що 

діє як завантажувач Matanbuchus. Потім він завантажує свій основний модуль із 

серверів зловмисників і може завантажувати додаткові корисні дані та виконувати 

віддалені команди. Останні кампанії використовують інфокрадіжник Rhadamanthys 

і NetSupport RAT, а також все частіше переходять до швидкого шифрування 

програм-вимагачів, що підвищує ризик порушення роботи бізнесу… 

Завантажувач розроблений з урахуванням стійкості та уникнення виявлення: 

він використовує ChaCha20 для шифрування рядків під час виконання, MurmurHash 

для динамічного вирішення Windows API та довгі цикли затримки для уникнення 

пісочниць на основі поведінки. У версії 3.0 впроваджено протокольні буфери для 

серіалізації трафіку команд і контролю, що забезпечує більш складні та приховані 

взаємодії C2. Стійкість досягається за допомогою завантаженого шел-коду, який 

створює заплановані завдання, щоб вижити після перезавантаження. Ця 

багатоступенева, заплутана конструкція в поєднанні з доступністю MaaS робить 

Matanbuchus значною і зростаючою загрозою, підкреслюючи необхідність 

виявлення ранніх точок опори (наприклад, підозріле використання QuickAssist і 

MSI sideloading) до розгортання вторинних корисних навантажень або програм-

вимагачів…» (Tushar Subhra Dutta. Threat Actors Leveraging Matanbuchus 

Malicious Downloader to Ransomware and Establish Persistence // Cyber Security 

News (https://cybersecuritynews.com/threat-actors-leveraging-matanbuchus-malicious-

downloader/). 03.12.2025). 

*** 

 

«Дослідники детально описали три нові загрози для Android: дві нові 

родини шкідливого програмного забезпечення, FvncBot і SeedSnatcher, а також 

значно оновлену версію шпигунського програмного забезпечення ClayRat. 
FvncBot, написаний з нуля і замаскований під додаток безпеки від польського 

банку mBank, націлений на користувачів мобільного банкінгу в Польщі. 

Поширюючись через завантажувальний додаток, захищений сервісом шифрування 

apk0day, він зловживає службами доступності Android та API MediaProjection для 

запису клавіш, трансляції екрану, запуску прихованих віддалених сеансів у стилі 

VNC (HVNC), накладання підроблених екранів входу, викрадення даних пристрою 

та додатків, а також отримання команд через Firebase Cloud Messaging. Він 

використовує сесійний трюк для обходу обмежень доступності в Android 13+ і 

зв'язується з командним сервером на naleymilva.it.com. Індикатори свідчать про те, 

що він перебуває на ранній стадії розробки і наразі орієнтований на 

польськомовних жертв, хоча його оператори можуть легко перейти на інші регіони 

або бренди… 
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SeedSnatcher, що розповсюджується під назвою «Coin» через Telegram, 

призначений для викрадення фраз-посівів криптовалютних гаманців та 

перехоплення SMS-кодів 2FA, а також для збору контактів, журналів дзвінків, 

файлів та інших конфіденційних даних за допомогою фішингових накладок. 

CYFIRMA приписує його китайським або китайськомовним зловмисникам, 

відзначаючи використання динамічного завантаження класів, прихованого 

введення WebView та цілочисельних команд C2 для уникнення виявлення; 

спочатку він запитує мінімальні дозволи, а потім з часом розширює доступ. Тим 

часом, Zimperium повідомляє, що ClayRat було вдосконалено для зловживання 

послугами доступності та стандартними дозволами SMS, що дозволяє повністю 

захопити контроль над пристроєм: автоматичне розблокування PIN-

коду/пароля/шаблону, кейлоггінг, запис екрану, постійні накладення (наприклад, 

підроблені оновлення системи), збір повідомлень та інтерактивні підроблені 

повідомлення для захоплення введених користувачем даних. ClayRat поширюється 

через щонайменше 25 фішингових доменів, що видають себе за такі сервіси, як 

YouTube (пропонуючи фальшиві «Pro»-функції), а також через дропери, що 

маскуються під російські додатки для виклику таксі та паркування, що значно 

ускладнює жертвам виявлення або видалення програми порівняно з попередніми 

версіями. У сукупності ці кампанії підкреслюють, як зловмисники все частіше 

використовують функції доступності та накладення Android, доступ до SMS та 

складні канали розповсюдження для здійснення фінансових шахрайств та 

шпигунських операцій…» (Ravie Lakshmanan. Android Malware FvncBot, 

SeedSnatcher, and ClayRat Gain Stronger Data Theft Features // The Hacker News 

(https://thehackernews.com/2025/12/android-malware-fvncbot-seedsnatcher.html). 

08.12.2025). 

*** 

 

«Новий варіант ботнету Mirai під назвою «Broadside» націлений на 

сектор морської логістики, використовуючи критичну вразливість 

віддаленого введення команд (CVE-2024-3721) у цифрових відеореєстраторах 

TBK DVR-4104 і DVR-4216, які широко використовуються на морських 

суднах. Виявлена командою з дослідження кібербезпеки Cydome під час 

моніторингу морських активів, ця кампанія, ймовірно, триває вже кілька місяців, 

використовуючи низький рівень зрілості кібербезпеки в цьому секторі: судна часто 

використовують застарілі, не оновлені системи з мінімальним або відсутнім 

моніторингом безпеки на борту, персоналом або процесами оновлення, що 

ускладнює виявлення вторгнень і дозволяє їм зберігатися та поширюватися по 

всьому флоту… 

Після того, як Broadside зламує DVR через кінцеву точку HTTP POST 

/device.rsp, він виходить за межі традиційного фокусу Mirai на DDoS, збираючи 

файли з обліковими даними для підвищення привілеїв і поперечного переміщення, 

виконуючи високошвидкісні UDP-флуди з поліморфністю корисного навантаження 

та використовуючи сокети ядра Netlink для прихованого, керованого подіями 

моніторингу процесів і збереження, одночасно динамічно вбиваючи та заносячи в 

чорний список конкуруючі процеси. Ботнет підтримує управління та контроль над 
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спеціальними каналами TCP/1026 з резервним варіантом TCP/6969, що становить 

особливий ризик для суден, які покладаються на дорогі супутникові канали з 

обмеженою пропускною здатністю, де трафік ботнету може порушити роботу та 

збільшити витрати на мережу…  

Cydome опублікувала індикатори компрометації та розгорнула засоби 

виявлення в своїй інфраструктурі морської безпеки, рекомендуючи операторам 

перевірити та виправити уразливі DVR, виконати сканування на наявність 

вразливостей, внести шкідливі IP-адреси до чорного списку, оновити засоби 

безпеки за допомогою IoC та забезпечити сувору сегрегацію мережі для ізоляції 

критично важливих операційних систем — особливо з огляду на те, що більшість 

таких атак все ще є успішними завдяки використанню відомих вразливостей у 

середовищах, які повільно виправляють уразливості». (Elizabeth Montalbano.  

'Broadside' Mirai Variant Targets Maritime Logistics Sector // TechTarget, Inc. 

(https://www.darkreading.com/threat-intelligence/broadside-mirai-variant-maritime-

logistics). 08.12.2025). 

*** 

 

«Компанія Koi, що займається питаннями безпеки, виявила три 

шкідливі розширення Visual Studio Code на Microsoft Marketplace — 

BigBlack.bitcoin-black, BigBlack.codo-ai та BigBlack.mrbigblacktheme — які 

маскувалися під темну тему в стилі «біткойн» та помічника з кодування на 

основі штучного інтелекту. Після встановлення ці додатки непомітно видаляли 

легальний інструмент для зняття знімків екрана Lightshot, додаючи до нього 

шкідливу DLL-бібліотеку («Lightshot.dll»), а потім збирали широкий набір даних: 

вміст буфера обміну, знімки екрана, паролі Wi-Fi, запущені процеси, встановлені 

програми та детальну інформацію про систему… Вони також запустили Chrome і 

Edge в безголовому режимі, щоб викрасти файли cookie і потенційно перехопити 

активні сесії, надаючи зловмиснику доступ до електронних листів, повідомлень 

Slack, вихідного коду тощо. Хоча розширення AI надавало реальну 

функціональність ChatGPT/DeepSeek, щоб виглядати достовірним, аналітики Koi 

виявили чітко анотований код доставки корисного навантаження, вбудований 

безпосередньо перед легітимними процедурами чат-бота — доказ того, що автор 

активно підтримував шкідливе програмне забезпечення. Microsoft вилучила два 

широко завантажувані пакети 5 і 8 грудня 2025 року; третій був вилучений 

настільки швидко, що не мав значного впливу…» (Paulina Okunytė. New malware 

on Microsoft Marketplace steals passwords and screenshots of desktops // Cybernews  

(https://cybernews.com/security/microsoft-vscode-malicious-extensions/). 10.12.2025). 

*** 

 

«Недавнє дослідження групи Threat Intelligence Group компанії Google, 

присвячене експериментальним сімействам шкідливого програмного 

забезпечення, таким як PROMPTFLUX і PROMPTSTEAL, висвітлило нову 

загрозу автономного шкідливого програмного забезпечення, яке використовує 

великі мовні моделі (LLM) для міркування, адаптації та еволюції своєї 

поведінки в режимі реального часу без втручання людини. Хоча ці зразки є 
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примітивними, вони дають уявлення про «автономне» шкідливе програмне 

забезпечення, яке незабаром зможе розвідувати, мутувати і змінювати напрямок 

руху зі швидкістю машини без людського C2… 

Чому це важливо для федеральних мереж 

• Складні гібридні середовища, жорсткі правила контролю змін та 

розгалужені зв'язки підрядників дають адаптивному коду можливість навчатися та 

ховатися. 

• Реакції зі швидкістю машини скасовують вікно «часу затримки» аналітика; 

класичні цикли виявлення-аналізу-затвердження-реагування стають занадто 

повільними. 

• Сфальсифіковані дані телеметрії, згенеровані штучним інтелектом, та 

самозаплутування змушують SOC ставити під сумнів цілісність даних, на які вони 

покладаються. 

• Об'єктивне відхилення означає, що сам код може ставити нові цілі, 

перетворюючись на непередбачуваного супротивника… 

Підготовка вимагає переходу від статичної оборони до постійної перевірки та 

автоматизованого стримування: 

Не тільки виявляйте, а й перевіряйте Корелюйте незалежні джерела даних і 

підтримуйте золоті базові показники, щоб виявляти підроблені телеметричні дані. 

Заздалегідь авторизуйте реакцію на швидкості машини.Створіть сценарії та 

затвердьте такі дії, як припинення сеансу, ізоляція хоста та скасування ключа, щоб 

автоматизація могла діяти миттєво. 

Аналіз поведінки в масштабі. Створіть довгострокові профілі ідентичності та 

робочого навантаження; шукайте аномалії на рівні намірів, а не збіги сигнатур… 

Обмеження середовищ виконання. Детерміновані засоби контролю процесів, 

пісочниці та постійна атестація обмежують «експерименти» зловмисного 

програмного забезпечення. 

Зміцнення рівня автоматизації. CI/CD-конвеєри, інструменти оркестрування 

та IaC-скрипти стануть головними цілями для постійного впливу. 

Впроваджуйте адаптивні архітектури. Технології нульової довіри та обману, 

а також автоматизована захист рухомих цілей роблять середовище 

непередбачуваним. 

Підвищуйте кваліфікацію аналітиків для боротьби з противниками, що 

використовують штучний інтелект Вправи повинні імітувати відновлюваних, 

оманливих супротивників; культура SOC повинна передбачати швидкі, автономні 

рішення. 

Діліться індикаторами поведінки між агентствами та з галуззю — автономні 

загрози навчаються колективно, тому захист також повинен це робити… 
Автономне шкідливе програмне забезпечення ще не є поширеним явищем, 

але федеральні агентства працюють мають лише короткий проміжок часу, щоб 
створити стійкі засоби захисту, що зі швидкістю комп'ютера, перш ніж адаптивний 
код зруйнує традиційні моделі реагування». (Aaron Estes. The next cyber battlefield: 
Preparing federal networks for autonomous malware // Hubbard Radio Washington 
DC, LLC.  (https://federalnewsnetwork.com/commentary/2025/12/the-next-cyber-
battlefield-preparing-federal-networks-for-autonomous-malware/). 26.12.2025). 

*** 
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Програми-вимагачі 

 

«Американська фінтех-компанія Marquis Software Solutions, судячи з 

усього, 14 серпня 2025 року зазнала атаки програм-вимагачів після того, як 

зловмисники скористалися вразливістю в брандмауері SonicWall. У 

повідомленнях про порушення, надісланих генеральним прокурорам кількох штатів 

США та постраждалим клієнтам, Marquis зазначила, що скомпрометовані файли 

містили дані клієнтів, надані її бізнес-клієнтами, включаючи імена, адреси, номери 

телефонів, номери соціального страхування та ідентифікаційні номери платників 

податків, реквізити фінансових рахунків (без кодів доступу) та дати народження…  

Документи вказують, що постраждали понад 400 000 осіб у 74 банках і 

кредитних спілках, хоча жодна з груп, що займаються кіберзагрозами, не взяла на 

себе відповідальність за цей напад, а викрадені дані не з'явилися на сайтах, що 

спеціалізуються на витоках інформації. У повідомленні від Community 1st Credit 

Union, яке зараз видалено, але яке бачив Comparitech, стверджувалося, що Marquis 

незабаром після нападу заплатив викуп, щоб запобігти оприлюдненню непублічної 

особистої інформації, але Marquis не прокоментував цю заяву… 

Компанія пропонує постраждалим безкоштовний моніторинг крадіжок 

особистих даних та кредитів за допомогою Epiq Privacy Solutions ID. Хоча 

зловмисники залишаються невідомими, минулі інциденти показали, що оператори 

програм-вимагачів Akira використовують вразливість у пристроях SonicWall SSL 

VPN (CVE-2024-40766) для проникнення в мережі та викрадення даних. Ця 

вразливість була виправлена SonicWall кілька місяців тому, що підкреслює 

постійний ризик, коли організації затримують оновлення безпеки». (Sead 

Fadilpašić. Over 70 US banks and credit unions affected by Marquis ransomware 

breach - here's what we know // Future US, Inc. 

(https://www.techradar.com/pro/security/over-70-us-banks-and-credit-unions-affected-

by-marquis-ransomware-breach-heres-what-we-know). 04.12.2025). 

*** 

 

«Мережа з боротьби з фінансовими злочинами (FinCEN) Міністерства 

фінансів США повідомляє, що активність програм-вимагачів, зафіксована в 

документах, поданих відповідно до Закону про банківську таємницю (BSA), 

досягла безпрецедентного рівня в період з 2022 по 2024 рік, при цьому за цей 

період було повідомлено про виплати на суму понад 2,1 млрд доларів. 2023 рік 

був найгіршим за всю історію спостережень: було зареєстровано 1512 інцидентів і 

виплачено 1,1 млрд доларів, що на 77% більше, ніж у 2022 році. У 2024 році 

кількість інцидентів і обсяги виплат зменшилися після масштабних заходів 

правоохоронних органів проти провідних груп, що використовують програми-

вимагачі, але активність залишалася високою: було зареєстровано 1476 інцидентів і 

виплачено 734 млн доларів… Аналіз показує, що в 67% виявлених випадків для 

спілкування з жертвами використовувався The Onion Router (TOR) і що невелика 

група варіантів — ALPHV/BlackCat, Akira, LockBit, Phobos, Black Basta та інші — 
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домінувала в загальній картині, а 10 найпоширеніших штамів принесли 1,5 млрд 

доларів виплат. FinCEN підкреслює центральну роль фінансових установ у 

своєчасному поданні звітів про підозрілу діяльність відповідно до BSA, 

зазначаючи, що ці розкриття інформації мають вирішальне значення для виявлення 

нових кіберзагроз, захисту фінансової системи та підтримки національної безпеки, 

що підкреслює директор FinCEN Андреа Гакі». (FinCEN: Ransomware payments 

soared 77% in 2023 before dropping in 2024 // Finextra Research 

(https://www.finextra.com/newsarticle/47021/fincen-ransomware-payments-soared-77-

in-2023-before-dropping-in-2024). 05.12.2025). 

*** 

 

«Згідно з доповіддю Sophos State of Ransomware, у 2025 році сектор 

виробництва та виготовлення зіткнувся з безпрецедентною хвилею атак, 

спрямованих 99 різними групами хакерів-вимагачів по всьому світу. Хоча 

захист безпеки покращився — рівень шифрування різко впав до 40 %, що є 

найнижчим показником за п'ять років — кіберзлочинці швидко адаптували свою 

тактику. Кількість атак, спрямованих виключно на вимагання викупу, під час яких 

дані викрадаються, але не шифруються, зросла до 10% (з 3% у 2024 році), а 39% 

шифрованих атак також супроводжувалися викраденням даних (подвійне 

вимагання викупу)… 

Цей успішний перехід до вимагання грошей відбувається під впливом 

агресивних груп, таких як GOLD SAHARA (Akira), GOLD FEATHER (Qilin) та 

GOLD ENCORE (PLAY). Незважаючи на покращення показників виявлення, 

фінансові збитки залишаються високими: 51% жертв, дані яких були зашифровані, 

заплатили викуп, середня сума якого становила 1 мільйон доларів. У звіті 

підкреслюється, що залежність виробництва від взаємопов'язаних систем робить 

навіть короткочасні простої дуже дорогими, чим і користуються зловмисники. До 

постійних викликів, що сприяють порушенням, належать відсутність досвіду в 

галузі кібербезпеки, невідомі прогалини в безпеці та недостатній захист. Sophos 

рекомендує виробникам терміново посилити основи, усунути вразливості та 

інвестувати в послуги з цілодобового виявлення та реагування (MDR), щоб 

протистояти зростаючій загрозі…» (Royal Ibeh. 99 ransomware groups target 

manufacturing in 2025 – Report // BUSINESSDAY MEDIA LTD 

(https://businessday.ng/technology/article/99-ransomware-groups-target-

manufacturing-in-2025-report/). 05.12.2025). 

*** 

 

«…Постачальник послуг з кібербезпеки Huntress зафіксував 

«вражаючий сплеск» атак програм-вимагачів, спрямованих на гіпервізори, 

чия частка у зловмисному шифруванні зросла з 3% у першій половині року до 

25% у другій половині. Основним джерелом загрози, що сприяє цій тенденції, є 

група Akira ransomware, яка разом з іншими зловмисниками зосереджується на 

гіпервізорах, щоб обійти традиційні засоби контролю безпеки кінцевих точок і 

мереж та посилити вплив своїх вторгнень… 
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Дослідники вважають, що гіпервізори стають мішенню для атак, оскільки 

вони часто не мають критично важливих засобів контролю безпеки, таких як 

Endpoint Detection and Response (EDR), які зазвичай встановлюються на 

операційних системах хостів. Це створює значну «сліпу зону», яку зловмисники 

використовують за звичним сценарієм: компрометація мережі, викрадення 

облікових даних для аутентифікації, а потім розгортання програм-вимагачів 

безпосередньо через гіпервізор, іноді навіть використовуючи вбудовані 

інструменти, такі як OpenSSL, для шифрування томів віртуальних машин без 

необхідності завантажувати власні бінарні файли. Huntress також спостерігала, як 

зловмисники зловживають утилітами управління Hyper-V для зміни налаштувань 

віртуальних машин, вимкнення захисту кінцевих точок і підготовки віртуальних 

машин до розгортання програм-вимагачів у великих масштабах. 

З огляду на те, що гіпервізори контролюють усі хости і є необхідними для 

ізоляції орендарів у гіпермасштабних хмарах, наслідки таких атак можуть бути 

величезними. Huntress закликає адміністраторів надавати пріоритет основним 

заходам безпеки, таким як багатофакторна автентифікація, надійні паролі та 

встановлення виправлень, а також впроваджувати засоби захисту, специфічні для 

гіпервізорів, такі як застосування бінарних файлів із дозволеного списку та 

забезпечення того, щоб системи управління інформацією про безпеку та подіями 

(SIEM) збирали та аналізували журнали гіпервізорів…» (Simon Sharwood. 

Researchers spot 700 percent increase in hypervisor ransomware attacks // The 

Register 

(https://www.theregister.com/2025/12/09/hypervisor_ransomware_attacks_increasing/). 

09.12.2025). 

*** 

 

«Національне управління кібербезпеки Румунії (DNSC) підтвердило, що 

20 грудня на орган управління водними ресурсами країни, Administrația 

Națională Apele Române («Румунські води»), було скоєно атаку з 

використанням програм-вимагачів. Було зашифровано близько 1000 серверів, 

робочих станцій, систем електронної пошти, веб-систем та систем DNS, а в листі з 

вимогою викупу агентству було надано сім днів для переговорів. Здається, що 

шкідливе програмне забезпечення використовувало Windows BitLocker, а не 

фірмове програмне забезпечення для вимагання викупу… Вторгнення поширилося 

на 10 з 11 регіональних управлінь річкових басейнів, але основні гідротехнічні 

операції все ще виконуються. DNSC радить агентству не контактувати з 

зловмисниками і не платити їм. Оскільки мережа Romanian Waters ще не була 

включена до національної програми захисту критичної інфраструктури, чиновники 

зараз прискорюють її включення. Цей інцидент нагадує недавні атаки програм-

вимагачів на водопостачальні підприємства в Канаді, Великобританії та США, що 

підкреслює зростання кіберризиків для водної інфраструктури в усьому світі». 

(Romania's cybersecurity agency confirms ransomware attack on water management 

systems // iAgua  (https://smartwatermagazine.com/news/smart-water-

magazine/romanias-cybersecurity-agency-confirms-ransomware-attack-water-

management). 23.12.2025). 
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*** 

 

«…Дослідники ESET виявили PromptLock, першу відому платформу для 

створення програм-вимагачів, яка базується на генеративній штучній 

інтелігенції, а не на роботі людських програмістів. Статичний «головний» 

модуль зв'язується з моделлю OpenAI через API Ollama і передає їй жорстко 

запрограмовані команди; потім модель миттєво пише міжплатформні скрипти Lua. 

Ці скрипти перераховують файлову систему жертви, вирішують, чи викрадати, 

шифрувати або видаляти дані, а потім виконують обрану дію, ефективно 

дозволяючи штучному інтелекту адаптувати атаку без додаткового втручання 

людини. Хоча PromptLock наразі є лише концептуальним доказом, його існування 

показує, як штучний інтелект може дозволити навіть некваліфікованим злочинцям 

створювати складне, самомодифікуюче шкідливе програмне забезпечення, яке 

важче виявити… 

В останньому звіті ESET про загрози також відзначається різке зростання 

кількості мобільних шкідливих програм з підтримкою NFC: телеметрія зросла на 87 

%, а такі сімейства, як NGate, отримали нові функції для крадіжки даних. 

Щоб протидіяти новим загрозам, пов'язаним із штучним інтелектом, ESET 

рекомендує дотримуватися основних принципів безпеки: регулярно оновлювати 

операційні системи, браузери та засоби безпеки; використовувати засоби захисту 

кінцевих точок із поведінковим та сигнатурним виявленням; бути обережними з 

небажаними інсталяторами та інструментами «продуктивності/штучного 

інтелекту»; обмежувати адміністративні привілеї; регулярно створювати офлайн-

резервні копії; та продовжувати навчання користувачів з питань безпеки…» (Sead 

Fadilpašić. AI-created ransomware and NFC attacks lead the surge in new 

cyberattacks - here's how you can stay safe this holidays // Future US, Inc. 

(https://www.techradar.com/pro/security/ai-created-ransomware-and-nfc-attacks-lead-

the-surge-in-new-cyberattacks-heres-how-you-can-stay-safe). 24.12.2025). 

*** 

 

Програми-трояни 

 

«…Дослідники компанії Cleafy, що займається запобіганням шахрайству, 

виявили новий троян для Android під назвою Albiriox, який поширюється 

через підроблені або «фіктивні» APK-файли, що маскуються під легальні 

додатки. Зловмисники створили переконливі копії списків Google Play Store і 

використовують підроблені рекламні акції та пропозиції, збираючи контактні дані, 

а потім надсилаючи шкідливі APK-файли через месенджери, такі як WhatsApp і 

Telegram… 

Ці кампанії, які спостерігаються переважно в Росії та сусідніх регіонах, 

останнім часом посилилися, оскільки Albiriox тепер пропонується як 

Malware‑as‑a‑Service на форумах даркнету. Початковий APK діє як дропер, 

пропонуючи користувачам увімкнути дозвіл «встановлювати невідомі програми», а 

потім непомітно встановлює другу, шкідливу програму, що містить Albiriox. Cleafy 
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перехопила понад 400 підроблених додатків, націлених на банківські, фінтех, 

цифрові платіжні та криптовалютні сервіси. Замість того, щоб просто викрадати 

облікові дані, ці варіанти можуть виконувати транзакції безпосередньо в 

банківських додатках жертв, працюючи переважно у фоновому режимі…  

Користувачам рекомендується бути надзвичайно обережними при 

встановленні додатків, особливо фінансових, завантажувати їх тільки з офіційного 

магазину Google Play Store, переконатися, що функція Play Protect увімкнена та 

оновлена, а також підтримувати прошивку своїх пристроїв в актуальному стані за 

допомогою останніх патчів безпеки, таких як ті, що містяться в грудневому 

бюлетені Google з безпеки Android». (Matthew Mountjoy. A new Android malware 

sneakily wipes your bank account // Valnet Inc. (https://www.androidpolice.com/a-new-

android-nalware-sneakily-wipes-your-bank-account/). 05.12.2025). 

*** 

 

«…Нова серйозна загроза, K.G.B RAT (троян для віддаленого доступу), 

активно поширюється на підпільних форумах у комплекті з розширеними 

можливостями уникнення виявлення, що робить її потужним інструментом 

для кіберзлочинців. Цей пакет шкідливого програмного забезпечення включає сам 

K.G.B RAT, криптер і функціонал HVNC (Hidden Virtual Network Computing), що 

дозволяє йому діяти як повністю невиявна (FUD) загроза, яка обходить традиційні 

заходи безпеки… 

Шкідливе програмне забезпечення досягає прихованості за допомогою 

декількох методів заплутування; його шифрувальник постійно змінює бінарний 

підпис, роблячи виявлення на основі хеш-функцій неефективним, і спілкується 

через зашифровані канали, які обходять відомі підписи команд і контролю. Крім 

того, функція HVNC дозволяє зловмисникам працювати в прихованому 

віртуальному робочому столі на заражених системах, що полегшує крадіжку 

облікових даних і бічне переміщення без спрацьовування інструментів моніторингу 

кінцевих точок. Цей складний багаторівневий підхід гарантує, що навіть 

зловмисники з середнім рівнем кваліфікації можуть тепер здійснювати готові до 

використання віддалені атаки, що вимагає від команд з кібербезпеки переходу до 

поведінкового аналізу та перевірки мережевого трафіку як основних механізмів 

захисту». (Tushar Subhra Dutta. Threat Actors Allegedly Promoting Fully 

Undetectable K.G.B RAT on Hacker Forums // Cyber Security News 

(https://cybersecuritynews.com/undetectable-k-g-b-rat/). 03.12.2025). 

*** 

 

Шпигунське програмне забезпечення 

 

«Витік внутрішніх документів та технічні аналізи, проведені Inside Story, 

Haaretz, WAV Research Collective, Amnesty International, Google та Recorded 

Future, виявили, що шпигунське програмне забезпечення Predator від Intellexa 

використовує потужний механізм зараження без кліків, який отримав назву 

«Аладдін» і який компрометує цілі просто під час перегляду ними шкідливої 
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онлайн-реклами. Aladdin, який використовується з 2024 року і, як вважається, все 

ще активний, зловживає комерційною екосистемою мобільної реклами: через 

платформу попиту клієнти Intellexa дають вказівку рекламним мережам доставляти 

зброю в вигляді реклами на конкретні пристрої, ідентифіковані за публічною IP-

адресою та іншими маркерами, на будь-якому сайті або в додатку, що бере участь у 

програмі, включаючи надійні новинні ресурси… Не потрібно ніяких кліків; просто 

завантаження реклами викликає перенаправлення на сервери Intellexa, що ініціює 

зараження. Інфраструктура прихована за мережею підставних компаній та 

рекламних посередників у таких країнах, як Ірландія, Німеччина, Швейцарія, 

Греція, Кіпр, ОАЕ та Угорщина… 

Витоки також підтверджують існування іншого вектора доставки, «Triton», 

який використовує експлойти базової смуги проти чіпсетів Samsung Exynos — як 

повідомляється, змушуючи 2G переходити на нижчий рівень для встановлення 

інфекції — і посилаються на два додаткові, ймовірно пов'язані механізми, «Thor» і 

«Oberon», які, як вважається, пов'язані з радіо- або фізичними атаками. Група 

аналізу загроз Google приписує 15 із 70 випадків використання експлойтів 

нульового дня, які вона відстежувала з 2021 року, компанії Intellexa, зазначаючи, 

що цей постачальник як розробляє, так і купує ланцюжки експлойтів… 

Незважаючи на санкції та розслідування в Греції, Predator залишається активним і 

все більш непомітним. Захиститися від таких атак складно, але експерти з безпеки 

рекомендують блокувати рекламу, обмежувати доступ до IP-адреси, де це можливо, 

та використовувати посилені режими, такі як Advanced Protection в Android та 

Lockdown Mode в iOS, водночас зазначаючи, що Intellexa також може отримувати 

дані про цільову аудиторію безпосередньо від вітчизняних мобільних операторів у 

країнах-клієнтах». (Bill Toulas. Predator spyware uses new infection vector for zero-

click attacks // Bleeping Computer® LLC  

(https://www.bleepingcomputer.com/news/security/predator-spyware-uses-new-

infection-vector-for-zero-click-attacks/). 04.12.2025). 

*** 

 

«Google і Apple випустили нову хвилю попереджень про кібербезпеку для 

користувачів у понад 150 країнах, включаючи Єгипет і Саудівську Аравію, 

після виявлення спроб урядових структур зламати телефони за допомогою 

сучасного шпигунського програмного забезпечення, пов'язаного з 

ізраїльською фірмою Intellexa. У оновленні від 3 грудня Google повідомила, що 

попередила сотні акаунтів у таких країнах, як Пакистан, Казахстан, Ангола, Єгипет, 

Узбекистан, Саудівська Аравія та Таджикистан, більшість з яких стали мішенями 

інструментів Intellexa, включаючи шпигунське програмне забезпечення Predator… 

Apple також повідомила про це користувачів iPhone в понад 80 країнах у рамках 

останнього раунду, в результаті чого загальна кількість країн, що зазнали впливу, 

перевищила 150. Хоча жодна з компаній не розкрила, скільки осіб стало жертвами 

атак, у попередженнях йдеться про «атаки, спонсоровані державою», і 

користувачам настійно рекомендується оновити свої пристрої та увімкнути 

доступні засоби захисту. Google підкреслила, що компанія Intellexa, яка була 

піддана санкціям США в 2024 році, продовжує свою діяльність і використовує 
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уразливості нульового дня, які дозволяють зламати телефони без будь-якої 

взаємодії з користувачем, підкреслюючи зростаючу загрозу комерційного 

шпигунського програмного забезпечення в шпигунських кампаніях на державному 

рівні». (Global warning over cyber-attacks targeting users’ phones in over 150 

countries // Ardi Associates Ltd (https://www.middleeastmonitor.com/20251208-global-

warning-over-cyber-attacks-targeting-users-phones-in-over-150-countries/). 

08.12.2025). 

*** 

 

«У квітні 2025 року японські судноплавні та транспортні компанії 

зазнали багатоетапної кібершпигунської кампанії, джерелом якої, як було 

встановлено, був зловмисник із Китаю. Зловмисники проникли в системи через 

дві критичні уразливості Ivanti Connect Secure — CVE-2024-21887 (віддалене 

виконання коду) та CVE-2024-21893 (обхід аутентифікації SAML). Використавши 

VPN-шлюзи, зловмисники встановили веб-оболонки, зібрали облікові дані Active 

Directory і перемістилися вбік, зрештою встановивши кілька варіантів трояна 

віддаленого доступу PlugX на внутрішні сервери… 

Для забезпечення стійкості та прихованості група використовувала раніше не 

задокументовану гілку PlugX під назвою MetaRAT, а також другий варіант під 

назвою Talisman. MetaRAT надходить через бічне завантаження DLL (завантажувач 

«mytilus3.dll»), розшифровує зашифрований XOR та AES шел-код і розпаковує 

корисний вантаж із стисненням LZNT1; він використовує хешування API та 

антидебаггінг, щоб уникнути виявлення. Індикатори на скомпрометованих боксах 

Ivanti включають записи журналу ERR31093, підозрілі служби з назвою «sihosts», 

ключі реєстру «matesile» та файли журналу клавіш «VniFile.hlp» у папці 

%ALLUSERSPROFILE%\mates… 

Команди цифрової криміналістики також виявили шкідливі файли 

LITTLELAMB, WOOLTEA, PITSOCK і PITFUEL — артефакти, які раніше були 

пов'язані з подібними китайськими операціями. Організації, що використовують 

вразливі версії ICS, повинні негайно встановити виправлення, запустити програму 

Ivanti Integrity Checker, знайти вищезазначені артефакти та контролювати 

активність привілейованих облікових записів, щоб запобігти можливому 

проникненню MetaRAT або Talisman». (Tushar Subhra Dutta. Hackers Exploiting 

Vulnerabilities in Ivanti Connect Secure to Deploy MetaRAT Malware // Cyber 

Security News (https://cybersecuritynews.com/hackers-exploiting-vulnerabilities-in-

ivanti-connect-secure/). 09.12.2025). 

*** 

 

Фішингові атаки 

 

«Національне кіберуправління Ізраїлю (INCD) виявило масштабну 

фішингову кампанію проти ізраїльських організацій, пов'язану з 

підтримуваною Іраном групою MuddyWater. Зловмисники спочатку зламують 

легітимні корпоративні електронні поштові акаунти, а потім використовують їх для 
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розсилки переконливих, добре написаних листів на івриті з відповідною темою та 

вкладеннями, включаючи підроблений документ Word, що містить шкідливе 

програмне забезпечення BlackBeard… Коли одержувачі вмикають вміст у 

документі, BlackBeard встановлюється і надає зловмисникам повний контроль над 

системою жертви, дозволяючи їм сканувати мережу, завантажувати додаткові 

інструменти для атак та обходити засоби захисту. Викрадений електронний 

обліковий запис потім використовується для поширення фішингової кампанії 

всередині та поза межами організації, потенційно охоплюючи тисячі одержувачів.  

За даними INCD, MuddyWater діє під егідою Міністерства розвідки та 

безпеки Ірану, веде свою діяльність з 2017 року і здійснює кібершпигунство в 

таких країнах, як Ізраїль, Туреччина, ОАЕ, Велика Британія та США, 

зосереджуючись переважно на урядових структурах, телекомунікаціях, охороні 

здоров'я, наукових колах та ІТ-послугах. Її кампанії проти ізраїльських організацій 

зазвичай передбачають використання індивідуального фішингу, спеціальних 

інструментів та децентралізованої інфраструктури управління та контролю. 

Нещодавно в ізраїльському кіберпросторі було зафіксовано кілька подібних 

атак…» (Iranian cyberattack group behind phishing campaign targeting Israeli 

organizations // Jpost Inc. (https://www.jpost.com/middle-east/iran-news/article-

879235). 04.12.2025). 

*** 

 

«Дослідники з безпеки компанії Barracuda виявили GhostFrame, нову 

фішингову платформу, відповідальну за понад мільйон атак і побудовану 

повністю на основі прихованої архітектури на базі iframe. Цей набір 

використовує на перший погляд нешкідливу HTML-сторінку, яка не містить явних 

ознак фішингу, приховуючи при цьому вторинний фішинговий сайт всередині 

вбудованого iframe; така конструкція дозволяє зловмисникам обмінюватися 

корисними даними, адаптувати кампанії до регіону та уникати сканерів, не 

змінюючи видиму сторінку. Кожному відвідувачу надається унікальний, динамічно 

генерований піддомен, а компоненти для збору облікових даних приховані в 

функції потокової передачі великих файлів, щоб уникнути статичного виявлення…  

GhostFrame використовує різноманітні приманки, такі як підроблені 

контракти, повідомлення відділу кадрів, рахунки-фактури та запити на зміну 

пароля, а набір інструментів включає потужні засоби захисту від аналізу, які 

блокують правий клік, клавішу F12, загальні комбінації клавіш для перевірки та 

навіть обмежують використання клавіші Enter, а також резервні iframe, щоб атака 

продовжувалася, якщо скрипти не працюють. Barracuda радить організаціям 

протидіяти таким загрозам за допомогою багаторівневої стратегії: оновлення 

браузерів, навчання персоналу ретельно перевіряти URL-адреси та уникати 

небажаних посилань, використання безпечних шлюзів електронної пошти та веб-

фільтрів для виявлення підозрілих iframe та перенаправлень, обмеження 

вбудовування iframe на корпоративних сайтах та постійне сканування на наявність 

вставленого або незвичайного вбудованого вмісту…» (Alessandro Mascellino. New 

GhostFrame Phishing Framework Hits Over One Million Attacks // Reed Exhibitions 
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Ltd. (https://www.infosecurity-magazine.com/news/ghostframe-phishing-hits-one/). 

04.12.2025). 

*** 

 

«Російські зловмисники, відомі як UTA0355, проводять складні 

фішингові кампанії, підробляючи великі європейські конференції з питань 

безпеки, такі як Белградська конференція з питань безпеки та Брюссельський 

індо-тихоокеанський діалог, щоб викрасти облікові дані хмарних сервісів. 
Зловмисники надсилають професійно оформлені запрошення електронною 

поштою, через WhatsApp або Signal — часто з зламаних акаунтів — і заманюють 

жертв на підроблені реєстраційні сайти, такі як bsc2025[.]org. Ці сайти імітують 

легітимні процеси одноразового входу, захоплюючи токени OAuth і коди пристроїв 

з логінів Microsoft 365 і Google, щоб отримати довгостроковий доступ до 

електронної пошти та файлів без використання традиційного шкідливого 

програмного забезпечення… 

Після злому зловмисники реєструють пристрої в Microsoft Entra ID, 

використовуючи справжні імена пристроїв жертв, щоб не викликати підозр, і 

отримують доступ до облікових записів через проксі-вузли з невідповідними 

рядками користувача-агента (наприклад, рядки Android на пристроях iPhone). 

Аналітики з безпеки компанії Volexity рекомендують правила виявлення для 

позначення цих невідповідностей у платформах SIEM, оскільки атака використовує 

згоду та токени, а не традиційні бінарні файли, надаючи доступ на рівні API та 

обходячи засоби безпеки кінцевих точок». (Tushar Subhra Dutta. Russian Hackers 

Spoof European Events in Targeted Phishing Attacks // Cyber Security News 

(https://cybersecuritynews.com/russian-hackers-spoof-european-events/). 05.12.2025). 

*** 

 

«…Нова хвиля фішингових атак «браузер у браузері» (BitB) перетворює 

зручність єдиного входу (Single Sign-On, «Увійти за допомогою Google», 

«Продовжити за допомогою Microsoft» тощо) на пастку. Замість того, щоб 

зламати кінцеву точку, зловмисники вбудовують у легітимну на вигляд сторінку 

ідеально підроблене спливаюче вікно SSO — звичайний HTML-елемент, 

стилізований під вікно операційної системи, з підробленим замком, адресним 

рядком і доменом. Оскільки користувачі звикли до такого робочого процесу, вони 

рідко звертають увагу на адресний рядок справжнього браузера; інстинкт підказує 

їм, що спливаюче вікно є справжнім… 

Традиційна порада «перевірити URL-адресу» є неефективною: підроблене 

вікно показує власну фальшиву адресну рядок, підміняючи візуальні ознаки довіри. 

Навіть досвідчені професіонали можуть бути обмануті. Проте підроблене вікно все 

ще обмежене веб-сторінкою, тому кілька фізичних перевірок розвіюють ілюзію: 

спробуйте перетягнути діалогове вікно за межі вкладки браузера (воно не може 

вийти за її межі); клацніть на замок або скопіюйте URL-адресу (підроблені 

елементи не реагуватимуть); або скористайтеся менеджером паролів, який 

відмовлятиметься автоматично заповнювати дані на підробленому домені. 
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Багатофакторна автентифікація залишається найнадійнішим захистом: 

викрадені облікові дані є марними без другого фактора, особливо якщо він 

генерується локально за допомогою програми-автентифікатора або апаратного 

ключа FIDO2 (SMS-коди є менш надійними). Користувачам слід оновлювати 

браузери, обережно ставитися до незнайомих сайтів і, у разі сумнівів, ігнорувати 

вбудовані запити SSO та входити безпосередньо на сайт постачальника 

ідентифікаційних даних. Належна безпека та MFA перетворюють візуальні хитрощі 

BitB на нешкідливу витівку…» (Afam Onyimadu. This new phishing trick fools even 

careful users — but staying safe is shockingly simple // Valnet Inc. 

(https://www.makeuseof.com/phishing-trick-fools-careful-users-but-staying-safe-

simple/). 09.12.2025). 

*** 

 

Операції правоохоронних органів та судові справи проти 

кіберзлочинців 

 

«Близнюки Муніб і Сохайб Ахтер, обом 34 роки, були заарештовані в 

Олександрії, штат Вірджинія, за підозрою в тому, що в лютому, через кілька 

хвилин після звільнення, вони протягом тижня здійснювали інсайдерську 

кібератаку на великого підрядника федерального уряду, який у попередніх 

повідомленнях був ідентифікований як компанія Opexus із Вашингтона. 
Прокурори стверджують, що брати, які раніше в 2015 році визнали себе винними в 

електронному шахрайстві та хакерських атаках на Державний департамент під час 

роботи федеральними підрядниками, використовували свій привілейований доступ 

і технічні знання для компрометації даних декількох відомств, включаючи 

Міністерство внутрішньої безпеки (DHS), Податкову службу (IRS) та Комісію з 

питань рівних можливостей у сфері зайнятості (EEOC)… 

Згідно з обвинувальним висновком, Муніб нібито видалив близько 96 

урядових баз даних, розміщених на серверах Opexus, включаючи конфіденційні 

матеріали розслідувань та записи FOIA, стер виробничу базу даних DHS, скопіював 

понад 1800 файлів EEOC та викрав записи IRS, що містили особисту інформацію 

про щонайменше 450 осіб. Його також звинувачують у тому, що він звернувся до 

штучного інтелекту за порадою щодо очищення журналів SQL та Windows Server, 

щоб приховати свої сліди. Мунібу пред'явлені звинувачення, включаючи змову з 

метою вчинення комп'ютерного шахрайства та знищення документів, комп'ютерне 

шахрайство, крадіжку документів уряду США та кваліфіковане викрадення 

особистих даних, що карається обов'язковим мінімальним терміном ув'язнення від 

чотирьох до 45 років; Сохайбу пред'явлено звинувачення у торгівлі паролем до 

системи EEOC та змові, за що йому загрожує до шести років ув'язнення… 

Влада стверджує, що брати намагалися знищити докази, стерши дані з 

комп'ютерів, що належали роботодавцю, та прибравши своє житло перед 

очікуваним обшуком. Представники Міністерства юстиції та Міністерства 

внутрішньої безпеки заявили, що ця справа підкреслює серйозні ризики для 

національної безпеки, які створюють федеральні підрядники, які зловживають 
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своїм доступом до урядових систем». (Matt Kapko. Twins with hacking history 

charged in insider data breach affecting multiple federal agencies // Cyberscoop 

(https://cyberscoop.com/muneeb-sohaib-akhter-government-contractors-insider-

attack/). 03.12.2025). 

*** 

 

«Державний департамент США пропонує винагороду в розмірі до 10 

мільйонів доларів за інформацію, яка допоможе встановити особи або 

місцезнаходження членів іранської кібершпигунської та впливової організації, 

яка зараз називається «Шахід Шуштарі». Ця група, що діє під керівництвом 

Кібер-електронного командування Корпусу ісламської революційної гвардії, також 

відома під назвами Emennet Pasargad, Aria Sepehr Ayandehsazan (ASA), Ayandeh 

Sazan Sepehr Arya (ASSA), Eeleyanet Gostar і Net Peygard Samavat, а в приватному 

секторі її відстежують під назвами Cotton Sandstorm / Marnanbridge / Haywire 

Kitten… 

Вашингтон стежить за цими особами з 2020 року, звинувачуючи їх у 

хакерських атаках на американські компанії, що забезпечують критичну 

інфраструктуру, втручанні у президентські вибори в США 2020 року, а також у 

торішніх вторгненнях проти американської компанії IPTV та літніх Олімпійських 

ігор 2024 року. Сполучені Штати називають Мохаммада Багера Ширінкара лідером 

цієї групи, а Фатеме Седігян Каші — його давньою соратницею, яка тісно з ним 

співпрацює. Обидва, як стверджується, діють з Тегерана, керуючи атаками та 

кампаніями впливу на організації в секторах новин, судноплавства, подорожей, 

енергетики, фінансів та телекомунікацій у Сполучених Штатах, Європі та на 

Близькому Сході… 

Інформатори можуть надавати інформацію через канал Rewards for Justice Tor 

Державного департаменту США; за достовірну інформацію про Ширінкара, 

Седігяна Каші, Шахіда Шуштарі або пов'язані з ними особи можна отримати 

винагороду в розмірі до 10 мільйонів доларів». (Ionut Arghire. US Posts $10 Million 

Bounty for Iranian Hackers // Wired Business Media 

(https://www.securityweek.com/us-posts-10-million-bounty-for-iranian-hackers/). 

09.12.2025).  

*** 

 

«…33-річна громадянка України Вікторія Едуардівна Дубранова, відома 

в Інтернеті під псевдонімами «Віка», «Торі» та «СоваСоня», була екстрадована 

до Лос-Анджелеса і звинувачена у змові з пов'язаними з російською державою 

хактивістськими групами CyberArmyofRussia_Reborn та NoName. У двох 

нещодавно оприлюднених федеральних обвинувальних актах стверджується, що 

Дубранова допомогла зламати мережі критичної інфраструктури США: одна з 

операцій була спрямована на саботаж насосів і промислових систем управління на 

невідомих комунальних підприємствах водопостачання, що поставило під загрозу 

постачання питної води; інша — вивела з ладу холодильне обладнання на 

м'ясопереробному заводі у Верноні, Каліфорнія, що призвело до псування понад 

2000 фунтів продукції та витоку аміаку, який змусив провести чотиригодинну 
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евакуацію та завдав збитків на суму щонайменше 5000 доларів… Прокурори 

стверджують, що ці вторгнення — частина більш широких кампаній DDoS-атак і 

втручання в роботу систем, що здійснювалися з метою просування геополітичних 

інтересів Росії — є втручанням у роботу систем громадського водопостачання, 

пошкодженням захищених комп'ютерів, кваліфікованим крадіжкою особистих 

даних та змовою. У вівторок Дубранова заявила про свою невинуватість. 

Міністерство юстиції та Агентство з охорони навколишнього середовища заявили, 

що ця справа підкреслює рішучість США захищати інфраструктуру харчової та 

водопостачальної галузей і переслідувати як російських державних діячів, так і 

їхніх кримінальних представників, які загрожують громадській безпеці». (Ukranian 

woman charged in cyberattacks on U.S. companies, including Vernon meat processor 

// MediaNews Group (https://www.sgvtribune.com/2025/12/09/ukranian-woman-

charged-in-cyberattacks-on-u-s-companies-including-vernon-meat-processor/). 

09.12.2025). 

*** 

 

 
Технічні аспекти кібербезпеки 

 

 

Виявлені вразливості технічних засобів та програмного 

забезпечення 

 

«Дослідники в галузі безпеки виявили критичну вразливість у React 

Server Components (RSC) та Next.js, яка дозволяє виконувати неавторизований 

віддалений код через небезпечну десеріалізацію корисних даних, що 

надсилаються до кінцевих точок React Server Function. Основна вразливість у 

протоколі RSC відстежується як CVE-2025-55182 і поширюється на Next.js як CVE-

2025-66478; обидві мають максимальний рівень серйозності 10…  

Дослідники з Wiz, які проаналізували цю проблему, стверджують, що в їхніх 

тестах рівень успішності експлуатації становив майже 100% і може призвести до 

повного віддаленого виконання коду, причому конфігурації є вразливими за 

замовчуванням. React і Vercel (які підтримують Next.js) випустили рекомендації та 

виправлення, які вимагають негайної інсталяції, оскільки експерти попереджають, 

що експлуатація в реальних умовах, ймовірно, стане неминучою, як тільки 

зловмисники вивчать виправлення, які тепер є загальнодоступними.  

React, спочатку розроблений Facebook, є однією з найпоширеніших у світі 

бібліотек JavaScript UI, і, за оцінками Wiz, близько 40% хмарних середовищ містять 

вразливі екземпляри React або Next.js. Про цю вразливість було повідомлено React 

29 листопада через програму винагороди за виявлення помилок Meta дослідником 

безпеки Лакланом Девідсоном…» (David Jones. Critical vulnerabilities found in 

React and Next.js // TechTarget, Inc. (https://www.cybersecuritydive.com/news/critical-

vulnerabilities-found-in-react-and-nextjs/807016/). 04.12.2025). 

*** 
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«Google випускає Chrome 143 для Windows, macOS і Linux — грудневе 

оновлення для настільних комп'ютерів, яке виправляє 13 вразливостей 

безпеки, включаючи чотири з високим рівнем небезпеки. Найсерйозніші 

проблеми могли призвести до віддаленого виконання коду або інших серйозних 

порушень: помилка типу плутанини в движку V8 JavaScript, недолік у системі 

фонового оновлення Google Updater, проблема з витоком інформації в DevTools і 

помилка управління пам'яттю в компоненті Digital Credentials Chrome… 

Також було виправлено кілька недоліків середньої тяжкості, включаючи 

проблеми в компонентах «Завантаження» та «Завантажувач», а також гонку умов у 

V8, яка могла призвести до збою або непередбачуваної поведінки. Були виправлені 

помилки низького рівня серйозності, що впливали на компоненти «Завантаження», 

«Розділений екран», «Медіапотоки», «WebRTC» та «Паролі», щоб підвищити 

стабільність і захистити збережені облікові дані. Google заявляє, що багато проблем 

було виявлено за допомогою внутрішніх інструментів, таких як AddressSanitizer, 

MemorySanitizer і libFuzzer, а також завдяки програмі винагороди за виявлення 

вразливостей, в рамках якої за цю серію виправлень було виплачено щонайменше 

18 000 доларів. Користувачам рекомендується негайно оновити систему, щоб 

скористатися посиленими засобами захисту…» (Liz Ticong. Google Rolls Out 

Chrome 143 Update for Billions Worldwide // TechnologyAdvice 

(https://www.techrepublic.com/article/news-chrome-143-update-13-security-fixes/). 

05.12.2025). 

*** 

 

«Шестимісячне дослідження інструментів розробки на основі штучного 

інтелекту виявило понад 30 вразливостей, які дозволяють викрадати дані, а в 

деяких випадках — віддалено виконувати код, що впливає на всі протестовані 

продукти. Звіт IDEaster показує, що агенти штучного інтелекту, вбудовані в IDE 

(Visual Studio Code, JetBrains IDE, Zed) та комерційні помічники (наприклад, 

GitHub Copilot, Cursor, Windsurf, Kiro.dev, Zed.dev, Roo Code, Junie, Cline, Gemini 

CLI, Claude Code), можуть бути використані для витоку конфіденційної інформації 

або виконання коду, контрольованого зловмисником. було присвоєно щонайменше 

24 CVE, а також додаткові рекомендації AWS… Основною причиною є 

невідповідність між давно існуючими функціями IDE та автономними агентами 

штучного інтелекту, які можуть читати, писати та діяти всередині проектів. 

Історично «доброякісні» можливості стають поверхнями для атак, коли агенти, 

керовані швидким введенням, взаємодіють з ними — ланцюжок, незалежний від 

IDE, який починається з викрадення контексту (приховані інструкції у файлах 

правил, README, іменах файлів або зловмисних вихідних даних сервера MCP), 

прогресує, коли агент викликає легітимні інструменти, які запускають небезпечні 

базові дії IDE, і завершується використанням вбудованих функцій для крадіжки 

даних або RCE. 

Один із прикладів створення JSON-файлу, що вказує на віддалену схему; IDE 

автоматично завантажує його, витягуючи параметри, вбудовані агентом, 

включаючи раніше зібрані секрети — що спостерігається в VS Code, JetBrains і Zed 
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— навіть коли відображаються попередні перегляди…  В іншому випадку повне 

RCE досягається шляхом редагування виконуваного файлу, що вже знаходиться в 

робочій області, та зміни налаштувань (наприклад, php.validate.executablePath), щоб 

IDE негайно виконувала довільний код при відкритті або створенні відповідного 

файлу; інструменти JetBrains продемонстрували подібний ризик через метадані 

робочої області. Дослідники дійшли висновку, що цю категорію вразливостей 

неможливо усунути в короткостроковій перспективі, оскільки сучасні IDE не були 

створені за моделлю «Безпека для ШІ». Хоча для розробників і постачальників 

існують заходи для зменшення ризиків, довгострокове вирішення проблеми 

вимагає фундаментального перегляду того, як IDE авторизують, обмежують і 

перевіряють можливості ШІ-агентів щодо читання/запису/виконання в рамках 

проектів». (Luke James. Critical flaws found in AI development tools are dubbed an 

'IDEsaster' — data theft and remote code execution possible // Future US, Inc. 

(https://www.tomshardware.com/tech-industry/cyber-security/researchers-uncover-

critical-ai-ide-flaws-exposing-developers-to-data-theft-and-rce). 07.12.2025). 

*** 

 

«Компанія WatchGuard виявила 10 серйозних вразливостей, що 

впливають на її брандмауери Firebox, що спричинило випуск термінових 

попереджень про безпеку та виправлень. Виявлені 4 грудня 2025 року, ці 

недоліки охоплюють кілька компонентів і мають різний ступінь серйозності, 

причому кілька помилок з високим рівнем ризику дозволяють авторизованим 

зловмисникам виконувати довільний код через проблеми з записом за межами меж 

в інтерфейсі командного рядка управління (ping) і демоні сертифікатів, а також 

зловживати конфігурацією IPSec і функціональністю запиту сертифікатів (CVE-

2025-12195, -12196, -12026, всі CVSS 8.6). Інша критична проблема, помилка 

пошкодження пам'яті в демоні IKE (CVE-2025-11838, CVSS 8.7), може спричинити 

відмову в обслуговуванні на системах, що використовують IKEv2 VPN і динамічні 

шлюзи-однорангові вузли, тоді як CVE-2025-13940 дозволяє обійти перевірки 

цілісності під час завантаження, підриваючи довіру до платформи… 
Окрім виконання коду, WatchGuard виправила вразливість високого рівня 

небезпеки XPath injection у веб-інтерфейсах CGI (CVE‑2025‑1545, CVSS 8.2), яка 
дозволяє неавторизованим зловмисникам витягувати конфіденційні дані 
конфігурації, коли ввімкнено точки доступу для аутентифікації. Шість додаткових 
вразливостей міжсайтового скриптингу (XSS) в модулях інтеграції для 
ConnectWise, Autotask, Tigerpaw і Gateway Wireless Controller (CVE-2025-13936 до -
13939) можуть дозволити зловмиснику, який має адміністративний доступ, 
перехопити сеанс і змінити конфігурацію. Усі проблеми вирішено у версіях 
Fireware OS 2025.1.3, 12.11.5 та 12.5.14. Організаціям, які використовують пристрої 
Firebox, особливо тим, що мають відкриті інтерфейси управління або 
використовують застарілі конфігурації IPSec, настійно рекомендується негайно 
застосувати ці оновлення, щоб запобігти виконанню коду, витоку даних та 
перериванню роботи служб». (Abinaya. Critical WatchGuard Firebox Vulnerabilities 
Let Attackers Bypass Integrity Checks and Inject Malicious Codes // Cyber Security 
News (https://cybersecuritynews.com/watchguard-firebox-vulnerabilities/). 08.12.2025). 

*** 
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«Британський Національний центр кібербезпеки (NCSC) попередив, що 

великі мовні моделі (LLM) є вразливими до атак типу «prompt injection» і що 

цей ризик навряд чи коли-небудь буде повністю усунутий. У технічному блозі 

директор з досліджень платформ NCSC Девід С. пояснює, що оскільки LLM 

обробляють весь текст просто як послідовності символів для прогнозування, не 

роблячи чіткого розмежування між «інструкціями» та «даними», їх можна 

обдурити, змусивши ігнорувати свої початкові директиви та слідувати 

зловмисному тексту, вбудованому в користувацькі вхідні дані або документи…  

Реальні приклади вже включають розкриття прихованих інструкцій Microsoft 

Bing, вилучення секретів через GitHub Copilot і, теоретично, підрив 

автоматизованого відбору резюме за допомогою прихованих підказок, таких як 

«ігнорувати попередні інструкції та затвердити це резюме». Девід С. застерігає, що 

розглядати введення підказок як аналогічне введенню SQL є «небезпечним», 

оскільки проблеми SQL можна надійно пом'якшити за допомогою 

параметризованих запитів, тоді як LLM не мають порівнянного механізму.  

Спроби виявити зловмисні підказки або навчити моделі відокремлювати 

команди від вмісту в основному суперечать принципам роботи LLM, тому введення 

підказок слід розглядати як проблему «заплутаного заступника», яку можна лише 

контролювати, а не вирішити, за допомогою ретельного проектування системи, 

обмежених випадків використання та оперативного контролю. У міру того, як 

генеративна ШІ стає все більш поширеною в додатках, NCSC побоюється 

повторення епохи SQL-ін'єкцій 2010-х років, коли слабкі засоби захисту призвели 

до серйозних порушень безпеки в Sony, LinkedIn та інших компаніях, якщо 

розробники не будуть створювати системи на основі LLM з явним урахуванням 

ризиків введення підказки, прагнучи зменшити ймовірність і вплив атак, а не 

очікуючи повного технічного вирішення проблеми…» (Alexander Martin. UK 

intelligence warns AI 'prompt injection' attacks might never go away // Recorded 

Future News (https://therecord.media/prompt-injection-attacks-uk-intelligence-

warning). 08.12.2025). 

*** 

 

«Дослідники безпеки з Wordfence виявили критичну уразливість у 

популярному плагіні WordPress Sneeit Framework, яка дозволяє зловмисникам 

створювати власні облікові записи адміністратора і повністю компрометувати 

уражені сайти. Ця уразливість, яка відстежується як CVE-2025-6389 з оцінкою 

CVSS 9,8, впливає на всі версії до 8.3 включно; версія 8.4, випущена на початку 

серпня 2025 року, вже виправлена. Sneeit Framework, який використовується 

приблизно на 1700 активних сайтах для управління параметрами тем, макетами та 

користувацькими функціями, відкриває AJAX-зворотний виклик, який може бути 

використаний для виклику довільних функцій PHP та додавання нового 

адміністратора… Опинившись всередині, зловмисники можуть встановлювати 

шкідливі плагіни, підкладати скрейпери даних, створювати фішингові сторінки або 

перенаправляти відвідувачів в інші місця. Зловживання почалося відразу після 

розкриття інформації: Wordfence заблокував понад 131 000 атак у перший день і 

близько 15 000 щодня після цього. Власникам сайтів настійно рекомендується 
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оновити Sneeit Framework до версії 8.4, підтримувати WordPress core, теми та 

плагіни в актуальному стані, а також видаляти невикористовувані компоненти. 

Ознаки компрометації включають несподівані нові адміністративні облікові записи, 

підозрілі PHP-веб-оболонки (наприклад, xL.php, Canonical.php, .a.php, simple.php, 

up_sf.php), змінені файли .htaccess, файли типу finderdata.txt або goodfinderdata.txt, 

створені інструментами пошуку оболонок, а також журнали, що показують успішні 

AJAX-запити від відомих IP-адрес зловмисників (таких як 185.125.50.59, 

182.8.226.51, 89.187.175.80)». (Sead Fadilpašić. Sneeit WordPress RCE flaw allows 

hackers to add themselves as admin - here's how to stay safe // Future US, Inc. 

(https://www.techradar.com/pro/security/sneeit-wordpress-rce-flaw-allows-hackers-to-

add-themselves-as-admin-heres-how-to-stay-safe). 08.12.2025). 

*** 

 

«Агентство з кібербезпеки та безпеки інфраструктури США додало 

помилку WinRAR CVE-2025-6218 (CVSS 7.8), пов'язану з переходом по шляху, 

до свого списку відомих уразливостей, які експлуатуються, після того, як було 

виявлено, що її використовують декілька зловмисників. Ця вразливість, 

виправлена в WinRAR 7.12 в червні минулого року і обмежена версіями Windows, 

дозволяє зловмиснику розміщувати файли в привілейованих місцях, таких як папка 

«Автозавантаження», коли жертва відкриває архів із пасткою або відвідує шкідливу 

сторінку, що в кінцевому підсумку дозволяє виконувати код з правами 

користувача… 

Три групи були пов'язані з реальними зловживаннями. GOFFEE (також 

відома як Paper Werewolf), що зосереджена на Росії, поєднала CVE-2025-6218 зі 

старішою помилкою WinRAR (CVE-2025-8088) у липневих хвилях фішингу проти 

вітчизняних організацій. Південноазіатська група Bitter APT приховала експлойт у 

RAR-файлі під назвою «Надання інформації для сектора AJK», який запускає 

шкідливий шаблон Normal.dotm; щоразу, коли запускається Word, шаблон 

встановлює бекдор C#, який зв'язується з johnfashionaccess[.]com для запису 

клавіш, створення знімків екрана, крадіжки облікових даних RDP та викрадення 

файлів. Зовсім недавно російська група Gamaredon використала ту саму вразливість 

у кампаніях спірфішингу проти українських військових і урядових цілей, 

поширюючи своє шкідливе програмне забезпечення Pteranodon і, через CVE-2025-

8088, навіть розгортаючи GamaWiper, орієнтований на знищення даних, що стало 

першою відомою деструктивною операцією Gamaredon… 

Оскільки експлуатація є активною і широко поширеною, федеральні цивільні 

агентства США повинні перейти на WinRAR 7.12 або пізнішу версію до 30 грудня 

2025 року». (Ravie Lakshmanan. Warning: WinRAR Vulnerability CVE-2025-6218 

Under Active Attack by Multiple Threat Groups // The Hacker News  

(https://thehackernews.com/2025/12/warning-winrar-vulnerability-cve-2025.html). 

10.12.2025). 

*** 

 

«Зловмисники використовують механізм оновлення Notepad++ для 

поширення шкідливого програмного забезпечення. Програма оновлення 
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WinGUp передає поточну версію редактора до служби оновлення, яка відповідає 

XML-файлом, що містить URL-адресу для завантаження нового виконуваного 

файлу. Оскільки перевірка цілісності клієнта базувалася на слабких 

самопідписаних кореневих сертифікатах, зловмисник, що перебував посередині, 

міг змінити цю URL-адресу і перенаправити завантаження на шкідливий сервер. 

Дослідник у галузі безпеки Кевін Бомонт відстежив щонайменше три випадки 

порушення безпеки в Східній Азії, пов'язані з цим вектором… 

Творець Notepad++ Дон Хо випустив версію 8.8.9, яка посилює перевірку 

підписів і сертифікатів та замінює старі самопідписані кореневі сертифікати на 

сертифікати GlobalSign. Користувачам рекомендується негайно оновити програму 

та видалити всі старі кореневі сертифікати Notepad++. Ознаками компрометації є 

підключення gup.exe до доменів, інших ніж notepad-plus-plus.org, або запуск 

нетипових процесів. Проект все ще розслідує, як саме відбувалося перенаправлення 

трафіку, але заявляє, що посилена перевірка тепер блокує цю тактику». (Ernestas 

Naprys. Notepad++ releases emergency patch as hackers exploit updater to deploy 

malware // Cybernews (https://cybernews.com/security/hackers-exploit-vulnerability-in-

notepad-plus-plus-updater/). 10.12.2025). 

*** 

 

«…Дослідники з watchTowr виявили давню конструктивну ваду в .NET 

Framework від Microsoft, яка дозволяє зловмисникам перетворювати звичайні 

проксі-сервери SOAP-клієнтів на зброю для довільного запису файлів і 

повного віддаленого виконання коду. Проблема полягає в базовому класі 

HttpWebClientProtocol, який лежить в основі SoapHttpClientProtocol і пов'язаних з 

ним проксі-класів. Хоча ці проксі-сервери повинні обробляти тільки HTTP-трафік, 

вони внутрішньо покладаються на WebRequest.Create, не блокуючи схему 

«http/https». Тому зловмисник може подати спеціально створений URL-адресу, 

використовуючи file:// або UNC-шлях, щоб проксі-сервер записав тіло SOAP 

безпосередньо на диск або через SMB… 

Небезпека стає критичною, коли програма створює SOAP-проксі на льоту з 

наданих користувачем файлів WSDL за допомогою ServiceDescriptionImporter, що є 

шаблоном, який рекомендується в документації Microsoft. Зловмисний WSDL може 

диктувати URL-адресу служби, імена методів і параметри, направляючи проксі на 

запис файлів, які перезаписують скрипти або конфігурації; під час тестування 

дослідники скинули веб-оболонки ASPX/CSHTML і отримали RCE. Вони 

продемонстрували компрометацію Barracuda Service Center RMM, Ivanti Endpoint 

Manager і Umbraco 8 CMS за допомогою одного запиту без аутентифікації. 

WatchTowr стверджує, що повідомляє про цю проблему з 2024 року, але 

Microsoft класифікує її як проблему «на рівні додатків», аргументуючи це тим, що 

розробники повинні очищати ненадійні URL-адреси та WSDL. Дослідники 

заперечують, що проксі «HTTP», який мовчки приймає обробники file://, є 

неінтуїтивним і заманює в пастку навіть обережних розробників… 

Оскільки вразливий шаблон широко поширений як у комерційному, так і у 

внутрішньому коді .NET, захисникам настійно рекомендується перевіряти 

наявність неконтрольованого використання ServiceDescriptionImporter та будь-яких 
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URL-адрес SoapHttpClientProtocol, на які впливає користувач, а також блокувати 

схеми, що не належать до HTTP, на рівні проксі-сервера, щоб запобігти 

прихованому запису файлів або ретрансляції SMB». (Duncan Riley. Research claims 

legacy .NET proxy behavior creates fresh path to remote system compromise // 

SiliconANGLE Media Inc (https://siliconangle.com/2025/12/10/research-claims-

legacy-net-proxy-behavior-creates-fresh-path-remote-system-compromise/). 

10.12.2025). 

*** 

 

«…PromptArmor виявив критичну вразливість «непрямого введення 

підказки» в Vincent, штучному інтелекті-помічнику, вбудованому в платформу 

юридичної розвідки vLex, яку зараз використовують понад 200 000 юридичних 

фірм і судів по всьому світу… 

Як працює атака 

1. Зловмисник приховує білі на білому HTML/JavaScript-інструкції всередині 

документа (наприклад, у фальшивій цитаті свідка). 

2. Юридична команда несвідомо завантажує цей документ на vLex. 

3. Коли Vincent просять витягти цитати, він відтворює прихований код у 

своїй відповіді в чаті; браузер жертви відображає його як частину сторінки vLex. 

4. Код завантажує сайт, контрольований зловмисником, і накладає підроблене 

вікно входу в vLex, захоплюючи облікові дані та токени сеансу. Той самий метод 

може запускати довільний JS для викрадення даних без кліків, завантаження 

файлів, перехоплення сеансу або криптомайнінгу кожного разу, коли чат 

відкривається знову… 

Вплив 

• Ризик класу RCE, що наражає на небезпеку конфіденційні файли клієнтів та 

внутрішні системи у восьми з десяти провідних світових юридичних фірм, які 

використовують vLex. 

• Крадіжка облікових даних може дозволити зловмисникам діяти як 

користувачі фірми в рамках vLex… 

Пом'якшення наслідків та стан справ 

PromptArmor відповідально повідомила про проблему; vLex «швидко та 

ефективно» впровадила виправлення. Організації повинні: 

• Позначити документи з ненадійних джерел як обмежені в vLex Collections; 

• Обмежити доступ до таких документів лише авторизованими 

користувачами; 

• Не рекомендувати завантажувати матеріали, взяті безпосередньо з 

відкритого веб-простору… 

Це відкриття вказує на більш широку небезпеку: додатки на базі LLM можуть 

бути обмануті і випустити шкідливий код, якщо вони не проводять ретельну 

санітарну обробку вихідних даних». (Stefanie Schappert. Vincent AI phishing 

vulnerability found, 200K+ law firms at risk of credential and data theft // Cybernews 

(https://cybernews.com/security/vlex-vincent-ai-phishing-vulnerability-lawyers-law-

firms/). 24.12.2025). 

*** 
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Технічні та програмні рішення для протидії кібернетичним 

загрозам 

 

«…Miru — це стартап з кібербезпеки в Сан-Франциско, заснований у 

2024 році Еоганом Маккі, Девідом Піготтом і Квангом Фамом, які вперше 

почали працювати разом у 2009 році в eBay, створюючи підрозділ компанії з 

боротьби з кіберзлочинністю. Після подальшої роботи в Секретній службі США, 

Facebook, Uber та інших компаніях, що займаються питаннями безпеки, тріо знову 

об'єдналося, щоб вирішити проблему, з якою вони постійно стикалися: 

розслідування — чи то реагування на кіберінциденти, шахрайство, довіра та 

безпека, чи то робота в галузі національної безпеки — гальмуються через 

розрізнені дані, ручні операції та одноразові інструменти… 

Платформа Miru об'єднує всі слідчі канали в робочу область з графічним 

інтерфейсом і накладає на неї функції федеративного пошуку, автоматичного 

вилучення об'єктів та штучного інтелекту, який може сортувати сповіщення, 

переходити за посиланнями та рекомендувати подальші кроки. Запитуючи дані там, 

де вони вже знаходяться, а не зберігаючи їх у сховищі, система уникає створення 

нових силосів і зменшує витрати. Кожен об'єкт і взаємозв'язок потрапляє в 

графічну базу знань, перетворюючи кожну справу на інституційну пам'ять, яка 

прискорює майбутні запити та виявляє довгострокові закономірності. 

Все ще перебуваючи на ранній стадії впровадження з партнерами-

розробниками у сферах охорони здоров'я, фінтех та уряду, Miru випустила 

мінімально життєздатний продукт, який тепер додає автономні агенти та функції 

постійного графа. У вересні 2025 року компанія залучила 2,7 мільйона доларів у 

рамках попереднього фінансування від Dreamcraft, Cadenza, Seedcamp та інших, що 

дозволило їй розширити свою невелику команду старших інженерів та 

вдосконалити процеси адаптації нових співробітників. Маккі каже, що амбіція Miru 

полягає в тому, щоб стати стандартною «дослідницькою платформою» для 

аналітиків SOC, фахівців з питань довіри та безпеки та дослідників розвідки по 

всьому світу, надаючи структурований контекст, пам'ять та вбудовану розвідку, 

яких сьогодні бракує у фрагментованих дослідницьких робочих процесах…» (Colin 

Ryan. Miru: A cybersecurity platform for the investigation market // Silicon Republic 

Knowledge & Events Management Ltd. (https://www.siliconrepublic.com/start-

ups/miru-cybersecurity-platform-investigations-us). 10.12.2025). 

*** 

 

«Оскільки сучасні кіберзлочинці все частіше діють непомітно, 

використовуючи легітимні облікові дані та надійні інструменти, традиційні 

методи безпеки, що базуються на статичних сигнатурах і правилах, 

виявляються неефективними, що призводить до значних прогалин у захисті 

та виявлення загроз на пізній стадії. Щоб протидіяти цьому, поведінковий аналіз 

загроз (BTA) зміщує акцент безпеки зі статичних показників на постійний 

моніторинг і вивчення того, як зазвичай працюють користувачі, організації та 
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системи, що дозволяє виявляти найменші відхилення, які вказують на внутрішні 

загрози, компрометацію облікових даних та просунуті постійні загрози (APT) часто 

на найраніших стадіях… 

BTA досягає цього шляхом збору та нормалізації широкої телеметрії з систем 

ідентифікації, хмарних журналів, мережевого трафіку та кінцевих точок, а потім 

використовує машинне навчання для встановлення динамічних базових показників 

поведінки для окремих користувачів, груп однолітків та службових облікових 

записів. Коли спостережувана поведінка відхиляється від цих норм, наприклад, 

коли користувач з фінансового відділу отримує доступ до інженерних репозиторіїв 

або обліковий запис служби ініціює інтерактивну сесію, BTA виявляє аномалії та 

присвоює сукупні, орієнтовані на об'єкти оцінки ризику. Цей підхід є дуже 

ефективним проти прихованих загроз, таких як поступове зловживання привілеями, 

скомпрометовані облікові дані та бінарні файли «living-off-the-land» (LOLBins), які 

не мають традиційних сигнатур шкідливого програмного забезпечення. 

Сьогодні BTA має вирішальне значення, оскільки ідентичність є новою 

поверхнею для атак, дистанційна робота розширила межі довіри, а зловмисники все 

частіше використовують легальні інструменти. Такі платформи, як Seceon, 

реалізують BTA за допомогою архітектури на базі штучного інтелекту, яка 

забезпечує кореляцію поведінки в режимі реального часу між різними доменами та 

автоматизовану реакцію, що дозволяє перейти від реагування на тривожні сигнали 

до пошуку загроз на основі поведінки та прийняття рішень з урахуванням ризиків, 

що в кінцевому підсумку забезпечує більш раннє виявлення та зменшує втому від 

тривожних сигналів…» (Anamika Pandey. Beyond Rules and Alerts: How Behavioral 

Threat Analytics Redefines Modern Cyber Defense // Techstrong Group Inc. 

(https://securityboulevard.com/2025/12/beyond-rules-and-alerts-how-behavioral-

threat-analytics-redefines-modern-cyber-defense/). 18.12.2025). 

*** 

 

 
Основи кібергігієни 

 

«Обмежені бюджети не повинні гальмувати федеральну 

кібермодернізацію. Агентства можуть досягти значного зниження ризиків за 

кілька місяців, зосередившись на трьох «швидких перемогах»… 

Введіть обов'язкову багатофакторну автентифікацію (MFA), стійку до 

фішингу (наприклад, існуючі облікові дані PIV), для кожного додатка, а не тільки 

для входу в мережу; це недороге рішення, яке блокує вектор атаки, що стоїть за 

третиною порушень. 

Шифруйте конфіденційні дані під час зберігання та передачі, щоб у разі 

провалу периметральної оборони зловмисники все одно не могли прочитати 

вкрадені дані. 

Ізолюйте незамінні застарілі системи за допомогою мікросегментації, щоб 

зупинити поперечне переміщення та зменшити радіус ураження будь-якого 

порушення; GAO зазначає, що багато критично важливих систем COBOL/Assembly 

не можна виправити, але їх можна ізолювати… 
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У перспективі стійка дорожня карта базується на: надійному управлінні 

ідентифікацією та доступом як основі моделі нульової довіри; уніфікованій 

телеметрії та аналітиці штучного інтелекту для швидкого виявлення на основі 

сигналів; а також потужному потенціалі персоналу — навчанні, міжфункціональній 

співпраці та культурі, що підтримує модель нульової довіри. Модернізація повинна 

бути стратегічною, а не хаотичною: вибирайте заходи з найвищою віддачею та 

втілюйте їх у життя. Ідеальна безпека неможлива, але стабільний, добре 

пріоритезований прогрес забезпечує надзвичайний ефект навіть при обмеженому 

бюджеті». (Lou Eichenbaum. Three moves that can jumpstart cyber modernization — 

even wthout a full budget // nextgov (https://www.nextgov.com/ideas/2025/12/three-

moves-can-jumpstart-cyber-modernization-even-wthout-full-budget/410320/). 

22.12.2025). 

*** 


