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ABSTRACT 
This study — the AI Law Model for Ethical Law: Strategic Recommendations for the Regulation of Artificial 

Intelligence — was created as a conscious and purposeful scientific paradigm for systemic flaws and hidden 
vulnerabilities identified in existing and draft regulations of the USA, EU, PRC and other leading jurisdictions in the 
field of artificial intelligence. 

A comprehensive analysis of international practice shows that even the most ambitious and technologically 
advanced AI acts leave significant gaps — from vague and contradictory definitions of basic concepts, insufficiently 
elaborated and fragmented ethical requirements, to the complete absence or insufficiency of a deep assessment of the 
socio-psychological and cultural consequences of AI implementation. Such shortcomings and regulatory gaps can 
lead to serious legal conflicts, ethical crises, increased social tensions, as well as to the loss or undermining of public 
trust in digital institutions and public policy in general. 

The purpose of the project "Model AI Law for Ethical Law: Strategic Recommendations for the Regulation of 
Artificial Intelligence" is not only to warn against mechanical and little critical copying of foreign regulatory models, 
but also to form a thorough approach adapted to the realities of national jurisdictions, based on deep interdisciplinary 
expertise and comprehensive risk analysis. This approach involves considering the legal, technical, ethical, social, 
cultural, and medical aspects of AI implementation, which makes it possible to consider LLM technology as a 
multidimensional phenomenon with long-term consequences. The key idea is that AI laws cannot be the product of 
the work of narrow-profile initiators who are far from a systematic understanding of the technology, or authors 
specializing exclusively in one field (law, technology, medicine, etc.) without proper involvement of related fields. 
Only a broad association of interdisciplinary lawyers, highly qualified technical specialists, sociologists, 
psychologists, doctors, ethicists, cybersecurity and risk management specialists as part of integrated research groups 
provides a real opportunity to cover the entire range of direct and indirect risks, as well as to predict the long-term 
social, economic and political consequences of the development and use of AI. 

The structure of the study provides not only a formal statement of provisions, but also sections that define and 
disclose in detail the fundamental principles of human-centeredness, transparency, accountability, non-discrimination 
and cyber resilience, taking into account international standards and scientific approaches. At the same time, these 
sections are combined with analytical blocks, which systematically describe problem areas identified in other 
countries, provide examples of negative consequences of ignoring these principles, and formulate recommendations 
for avoiding such risks in Ukrainian legislation. In particular, the following critical aspects are emphasized: 

• legal gaps and lack of clearly defined enforcement mechanisms that allow individual actors to avoid or 
minimize liability for the direct or indirect harmful consequences of the use of AI, including economic, ethical and 
social losses; 

• the lack of a single, scientifically based and normatively fixed risk assessment scale, which complicates the 
objective identification of the level of danger of specific AI solutions and creates opportunities for conscious or 
unintentional manipulations in the classification of systems, in particular in order to avoid regulatory requirements or 
reduce the scope of verification measures; 

• lack of effective, transparent and legally enshrined mechanisms of public control and independent audit, 
capable of ensuring systematic monitoring, objective assessment and public information about the compliance of AI 
systems with ethical and legal standards; 

• ignoring a deep and comprehensive analysis of the psychological, emotional, and sociocultural impacts of 
AI on vulnerable populations, including children, the elderly, people with disabilities, and other socially sensitive 
categories, which can lead to deepening inequality, social exclusion, and negative transformations of cultural values; 

• weak integration and insufficient regulatory consolidation of internationally recognized technical standards and 
protocols into legal regulation, which complicates the unification of requirements, reduces the compatibility of national 
solutions with global ecosystems, and creates risks of technical and legal fragmentation.  

Thus, this draft law is not only a draft law in the traditional sense, but also a deeply thought-out analytical and 
regulatory warning designed to become a conceptual guide for future state policy in the field of artificial intelligence. Its 
task is to incorporate a multi-level preventive mechanism into AI legislation that would combine preventive, adaptive, 
and corrective regulatory tools that can flexibly respond to new technological challenges and ethical dilemmas. The 
implementation of this approach should guarantee not only a formal balance between legal regulation, technological 
innovation and public security, but also ensure the stability of this balance in the context of rapid transformations and 
global competition, avoiding strategic and tactical mistakes already made by world leaders in this area. 
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INTRODUCTION  
In a period of global singularity, when intelligent systems are becoming the infrastructural core of 

socio-economic development, legal traditions and institutions face an unprecedented challenge: co-

evolution with AI technologies not only changes the ways of knowledge production and organization of 

work, but also rebuilds the space of legally significant actions, creating new grounds for rights and 

obligations, new liability regimes and new forms of harm. 

The regulatory discourse on AI has acquired signs of a global race: jurisdictions compete for 

leadership, simultaneously implementing large-scale legal acts. However, there is often a normative 

dissonance behind external dynamics: what looks like a complex paradigm often turns out to be a set of 

incompatible or insufficiently coordinated policies that do not cover critical risks or, on the contrary, give 

rise to new ones. Under these conditions, the state should not replicate other people's erroneous approaches; 

A scientifically grounded, interdisciplinary architecture of legislation is needed, synthesizing the best 

international standards with national legal tradition and institutional realities. 

This study assumes that it is the singularity that generates the stage of conceptual design of norms 

and preliminarily determines the success of the further implementation of any AI act. Without a careful 

preliminary diagram of risks — legal, technical, social, psychological, cultural, security — any legal or 

technical regulation risks becoming either decorative or overly repressive. 

In view of this, the object of the study is the social relations that are formed in the process of designing 

and implementing the legal regulation of AI technologies in the context of rapid technological evolution. 

The subject of the study is methodological models and legal tools for ensuring an ethical, safe and 

innovatively compatible regulatory architecture built on the principles of human-centeredness, 

accountability, transparency, non-discrimination, cyber resilience and adaptive controllability. An 

important metaparameter is the concept of e-jurisdiction as a form of transnational legal interaction in 

digital environments, including the Metaverse, where legal dimensions intersect with protocols and data. 

The purpose of the study is to formulate theoretical and methodological foundations and a set of 

practical recommendations for national legislation on AI, which will prevent the reproduction of identified 

international gaps and, thus, ensure the sustainability, legal certainty, legitimacy and accountability of 

technological solutions. To achieve the goal, the following tasks have been set: 

• to carry out a systematic comparative legal analysis of the key acts of the USA, EU, PRC and 

other jurisdictions regarding definitions, classifications of risks, restrictions and prohibitions; 

• identify critical vulnerabilities in impact assessment, confirmation of compliance and surveillance 

procedures; 

• develop proposals for the structure of responsibility and accountability chains; 

• integrate technical standards and engineering safety requirements into legal norms without 

deforming their content; 

• to lay down institutional conditions for the formation of interdisciplinary expert councils and the 

implementation of permanent audit practices. 

The methodological basis of the study is complex and combines the comparative legal method, 

system analysis, risk-oriented design of regulatory regimes, scenario modelling, and Algorithmic Impact 

Assessment tools [1, 2], Data Protection Impact Assessment [3, 4, 5], Fundamental Rights Impact Assessment 

[6, 7, 8]), as well as STS (Science, Technology and Society) approaches [9, 10], the doctrine of good 

governance and human rights research in the digital sphere. The empirical base includes international acts, 

national draft laws, case law, ISO/IEC and NIST standards, as well as expert interviews and Delphi surveys 

[11, 12]. Such complementarity of methods allows you to avoid reductionism and identify the systemic 

properties of AI as a sociotechnical phenomenon. 

The scientific novelty lies in shifting the emphasis from a descriptive regulatory approach to a design-

oriented, adaptive regulatory architecture that provides for built-in cycles of self-updating norms, regulatory 
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sandboxes, legal testing mechanisms in real conditions, and a meta-level of oversight with the design of 

accountability metrics and ethical quality indicators. 

The ethical framework of the study proceeds from the priority of human dignity, autonomy, justice 

and non-discrimination, as well as environmental and social responsibility. Tests of ethical admissibility 

are proposed to be formalized in the form of mandatory procedures: 

• notification of the fact of using AI; 

• explainability and evidence of algorithmic conclusions; 

• revision of data sources regarding their quality and legality; 

• guarantee of human control over critical automated decisions; 

• counteraction to manipulative and behavioural practices; 

• protection of vulnerable groups. 

Particular attention is paid to the psychological consequences of the mass use of AI in education, 

labour, healthcare, and public administration, as well as the risks of mass surveillance and digitalization of 

sanctions practices. 

The risk taxonomy clarifies the classical categories (unacceptable, high, limited, minimal) by 

introducing the concepts of systemic, emergent, cross-border and interactional risk that arises in the process 

of integrating AI modules in different contexts. Mechanisms for dynamic risk reclassification based on 

operational metrics, conclusions of artificial intelligence audits (AI audits) and the "third line of defence" 

(independent agencies and public councils) are provided, which ensures accountable and prompt correction 

of the regulatory regime without waiting for full-scale changes in the law. 

The institutional design project emphasizes the need to create a National Interdisciplinary Scientific 

and Expert Council on AI, with a mandate to form standards, accredit auditors, maintain public registers of 

high-risk systems, coordinate regulatory sandboxes, and ensure international interaction. The Council 

should act on the principles of transparency, conflict of interest management, open science and public 

participation. Emphasis is placed on compatibility with European law and international legal practice 

without losing national legal personality and digital sovereignty. 

The cross-border dimension of the study recognizes the reality of global AI value chains: data, models, 

infrastructure, and users are crossing borders faster than norms are being updated. The answer for the State is a 

combination of the principle of mutual recognition of compliance, the launch of cross-border sandboxes and test 

legal regimes, as well as the introduction of the concept of electronic jurisdiction for dispute resolution and data 

management in digital environments. GDPR standards and related practices should be implemented in 

cooperation with national law on personal data protection and information security. 

The working hypothesis is that an effective legislative architecture for AI should be structurally 

consistent with the OSI (Open Systems Interconnection) Model [13, 14, 15] — meta-level, adaptive and 

interdisciplinary. It builds on the synergy of legal regulations and technical standards integrated into 

cybersecurity and ethical oversight processes and ensures institutional accountability through transparent 

audit procedures. The expected scientific and practical contribution is to create a conceptual framework and 

a package of tools suitable for direct use in normative practice. 

The legal support of AI is not reduced to a simple fixation of prohibitions and obligations. Its essence 

lies in the creation of manageable, predictable, ethical and at the same time compatible with innovations 

rules that form a space of trust, protect rights and promote development. 

Each state has a chance to offer its own modern model of AI regulation, which does not mechanically 

copy, but creatively synthesizes the best of world practice with national institutional realities, setting both 

a tactical task — to secure the present, and a strategic mission — to determine the ethical vector of the 

digital future. 

The formation of the theoretical, methodological and institutional framework of national legislation 

in the field of AI should be based on: 

1) systematic comparative legal audit and analysis of acts of the USA, EU, PRC and other 

jurisdictions [16]; 
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2) identifying vulnerabilities in definitions, risk classification, impact assessment and surveillance 

procedures [17]; 

3) designing a "responsibility matrix" and accountability chains [18, 19]; 

4) integration of technical standards (ISO/IEC, NIST) into legal regulations [20, 21]; 

5) institutionalization of interdisciplinary boards, audits and sandboxes [22, 23]; 

6) development of mechanisms for cross-border interaction and electronic jurisdiction [24, 25]; 

7) risk-based design of laws and their scenario modelling [26]; 

8) Algorithmic/Data/Fundamental Rights Impact Assessment, Approaches STS [27]; 

9) generalization of international standards ISO/IEC and NIST; 

10) litigation, expert interviews and Delphi surveys; 

11) contract and clause templates, algorithmic audit maps and DPIA/AIA/FRIA checklists; 

12) models of responsibility sharing protocols of public participation, implementation roadmap and 

performance indicators. 

A systematic comparative legal analysis of the regulation of artificial intelligence, in particular in the 

USA, EU, PRC and other jurisdictions, is presented in Table 1. 

Basic approaches to regulation. 

The analysis of current and draft acts of the USA, EU, PRC and other states shows a tendency to 

simplification, when the technocratic approach displaces an interdisciplinary vision, and narrow definitions 

do not cover the dynamics and interaction of systems. 

However, AI acts reveal a number of systemic gaps: 

• uncertainty in definitions (which allows you to bypass the scope of norms); 

• inconsistent risk taxonomies and fuzzy triggers for GPAI/foundation models; 

• weak and predominantly advisory mechanisms of oversight and accountability; 

• insufficient institutional capacity for independent auditing; 

• lack of unified AIA/DPIA/FRIA procedures and safety and quality metrics; 

• opacity of origin and licensing of training data, uncertainty about TDM/IP, as well as problems 

of labelling and provenance of content; 

• gaps in incident reporting procedures and lack of public registers; 

• excessive or unjustified exceptions (in particular in the field of biometrics) and poor assessment 

of psychosocial consequences for vulnerable groups; 

• lack of cross-border sandboxes and mechanisms for mutual recognition of compliance. 

European Union (EU). The EU is implementing the most ambitious and systemic regulatory 

framework — the Artificial Intelligence Act (AI Act), based on a risk-based approach. The law classifies 

AI systems according to the level of risk (prohibited, high-risk, limited risk, and minimal risk) and 

establishes strict requirements for transparency, ethics, protection of fundamental rights, and security of 

citizens. The AI Act also forms a unified governance system that includes the European AI Office and 

national competent authorities, aimed at ensuring effective implementation and supervision. 

USA. The U.S. is taking a more flexible, decentralized approach focused on supporting innovation. 

Regulation is carried out through industry standards, recommendations and current legislation, without a 

single nationwide act. The focus is on stimulating business development and research, as well as consumer 

protection through existing legal mechanisms. 

China (PRC). The PRC applies a centralized, state approach aimed at the rapid introduction of 

innovations and strengthening control. Among the main regulations is the "Regulations on the Management 

of Algorithmic Recommendations in Internet Information Services" [28] and the Personal Information 

Protection Law [29]. China focuses on the development of technology, but this approach creates a risk of 

insufficient protection of citizens' rights due to the priority of state interests. 
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Table 1. Comparative table of key aspects 

 

Jurisdiction 
Basic 

approach 
Key acts/initiatives Priorities Disadvantages Source 

EU 
Risk-oriented, 

complex 

Artificial Intelligence 

Act, GDPR 

Protection of 

rights, ethics, 

transparency 

Inhibition of innovations is 

possible, there is no control 

of law enforcement agencies 

[30, 31, 32, 33, 
34, 35, 36, 37] 

United 

States 

Flexible, 

industry-

specific 

American AI 

Initiative, industry 

standards 

Innovation, 

business, 

consumers 

Lack of a unified system [38, 39] 

PRC 
Centralized, 

public 

Algorithm 

Recommendation 

Rules, PIPL 

Innovations, state 

control 

Insufficient 

protection of civil rights 
[40, 41] 

 

Mutual influence and global trends: The EU seeks to establish its approaches as a global standard 

in the field of AI, by analogy with the impact of the GDPR, and is already shaping policies in the United 

States, China and other countries (the so-called "Brussels effect"). At the same time, excessive detail of 

definitions and strictness of requirements can limit the global spread of EU standards, especially in states 

that defend technological sovereignty and develop their own approaches. 

Modern AI regulation in the world is developing under the influence of three main models: European 

(ethics and protection of rights), American (priority of innovation and business) and Chinese (state control). 

The differences between these models create significant challenges for international harmonization, but at 

the same time stimulate the search for an optimal balance between innovative development and human 

rights guarantees. 
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SECTION I. AI MODEL LAW FOR ETHICAL LAW. BASIS 

CHAPTER 1. SUBJECT OF REGULATION 
This Law establishes the legal basis for the creation, development, training, testing, application, 

integration, operation, audit, control, termination, export and neutralization of artificial intelligence (AI) 

systems on the territory of the state, as well as regulates legal relations arising in connection with their 

impact on fundamental human rights and freedoms, national security, public administration, digital 

economy, ethics, environment and international integration. 

The regulatory mechanism performs the function of establishing the boundaries and rules of legal 

relations regulated by the Law. Its use causes: 

mandatory compliance with the Law in case of any use of artificial intelligence systems: 

− in the activities of public authorities, in the provision of administrative services, in law 

enforcement, justice, public policy formation and in the field of digital governance; 

− in the private sector, including business, education, healthcare, social platforms, advertising 

analytics, banking and insurance services; 

− in the field of national security and defence, in particular in the development and use of 

autonomous systems, combat platforms, means of information and psychological influence and digital 

weapons; 

− in the cross-border digital space, when processing personal and biometric data of citizens of the 

State, as well as when using national AI models or the results of their functioning outside the national 

jurisdiction. 

Creation of a universal regulatory core covering the entire life cycle of an AI system — from idea 

and architectural design to deployment, modernization, neutralization, or shutdown [42, 43]. This regulatory 

core defines the duties and responsibilities of the following categories of subjects: 

− developers and engineers who form the software, technical and semantic architecture of AI 

systems [44, 45] and are responsible for its safety and legality; 

− providers and aggregators of training and operational data, including personal, biometric, and 

behavioural data [46], which are obliged to ensure their quality, legality and transparency of use; 

− controllers and operators of AI systems, who implement them in a real environment and are 

responsible for compliance with ethical, security and legal requirements [47]; 

− independent auditors who carry out systematic verification of algorithms, results and compliance 

with established regulations [48]; 

− end users who have the right to be informed about interaction with the AI system and use 

mechanisms for control, appeal, and rejection of automated decisions [49]. 

Have direct effect on public authorities, which are obliged to: 

− implement only those AI solutions that comply with the principles of ethics, transparency, non-

discrimination and legal certainty [50]; 

− guarantee open and full public access to information on algorithmic tools used in administrative 

processes, administration of justice or political management; 

− to ensure the human-centricity of digital services through the mandatory availability of an 

alternative without the use of AI to receive administrative services [51]; 

− implement internal mechanisms of ethical control, systematic monitoring of the results of the 

functioning of AI solutions and carry out public reporting on the practice of their application [52]. 

Delimitation of the jurisdictional effect of the Law in the case of the use of AI tools of a cross-border 

nature, in particular in the following cases: 

− if foreign companies offer AI services to citizens of the State, regardless of the location of servers 

or the governing body; 

− if the results of the activities of AI systems created or trained in the State are used outside its 

borders, but affect the rights of citizens of the State or national security; 
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− if cross-border processing of personal, biometric or other sensitive data of citizens of the State is 

carried out by AI models operating or controlled from abroad; 

− if AI systems are used to make or support political decisions that have an international effect for 

the State.  

In these cases, the subjects are subject to the effect of this Law on the extraterritorial principle, which 

is based on jurisdiction related to the impact on national interests, information sovereignty and human 

rights. 

Ethical standards — for the first time, the obligation to comply with the following principles is 

introduced into national legislation:  

"ethics-by-design" is the concept of developing AI systems in such a way that ethical principles such 

as fairness, dignity, non-discrimination, the right to privacy and transparency are integrated at every stage 

of the AI lifecycle [53, 54]: from planning the algorithm architecture to its testing, implementation and control 

of results [55]. This principle obliges developers to anticipate potential ethical risks [56], create built-in abuse 

prevention mechanisms [57], ensure proper human oversight, and guarantee the user the right to opt out of 

an automated decision [58]. 

"human-centric AI" is the concept of human-centricity, according to which artificial intelligence 

systems must be designed, implemented and applied in such a way as to guarantee the protection of 

autonomy, dignity, well-being and fundamental human rights. This principle implies: 

− giving priority to human decision in case of any automated influence on a person; 

− ensuring the right of a person to refuse to use AI without restricting access to basic services; 

− ensuring the transparency of algorithms and the obligation to explain the logic of decision-making 

in an understandable form;  

− the availability of effective mechanisms for restoring violated rights if the decision of the AI has 

caused negative consequences for the person;  

− mandatory human participation at all stages of the functioning of high-risk systems ("human-in-

the-loop" — a person in the decision-making process or "human-on-the-loop" — a person in the control 

function);  

− implementation of regular ethical and legal audits on the impact of AI systems on human rights. 

− "do-no-harm principle" — the principle according to which any application of artificial 

intelligence should exclude the possibility of harm to the physical, psychological or digital integrity of a 

person, violation of public order, undermining democratic institutions, intentional or unintentional damage 

to the environment. This principle imposes an obligation on developers, operators and regulators: 

− assess risks for different categories of users at the stage of design and testing of AI systems; 

− take measures to prevent data distortions, toxic results, discriminatory decisions and erroneous 

autonomous actions; 

− establish technical and organizational control barriers, as well as protocols for shutting down 

systems in case of damage detection; 

− carry out mandatory continuous monitoring and regular reporting of incidents that have had or 

may have negative consequences for humans, society or the environment. 

− "explainability and transparency" is the principle according to which algorithmic decisions made 

by AI systems must be understandable, logically reproducible and available for interpretation by the user, 

regulator or auditor.  

This principle implies: 

− mandatory technical documentation of the logic, structure and parameters of the model; 

− providing clear reports on the causes and factors that led to a specific result or decision; 

− providing access to information about data sources that influenced the conclusions of the AI 

system; 

− development of interfaces and formats for presenting results that take into account the level of 

digital awareness of the user; 

− conducting an independent audit to identify discrimination, bias or unintended effects; 
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ensuring the application of international standards and recommendations (in particular, NIST AI 

RMF, ISO/IEC 24028 and EU approaches to high-risk systems). 

The requirements apply to the following key areas: 

− public administration and justice; 

− healthcare, education, social protection; 

− national defence and security; 

− economics, finance, advertising, labour market; 

− information space and media; 

− applied research, as well as the development and application of military technologies. 

Compliance with international models: 

The Law of the State structurally corresponds to Sections 1 of the AI Act (EU), which determines 

that the act applies to all operators, developers, suppliers and users of AI systems, including those located 

outside the European Union, but provide services or affect persons within the EU. This approach forms the 

principle of extraterritoriality, which is also taken into account in the Law of the State: its provisions apply 

to any AI system that has an impact on the national interests, rights of citizens or information security of 

the state, regardless of the country of origin or jurisdiction of the operator. 

Takes into account the provisions of Executive Order 13960 "Promoting the Use of Trustworthy 

Artificial Intelligence in the Federal Government" (USA), which enshrines the principle of end-to-end 

management of the life cycle of AI systems — from the research and design stage to implementation, 

continuous monitoring, neutralization or shutdown. The decree establishes the obligation of public 

authorities and private companies to ensure security, responsibility, ethical consistency and transparency in 

all phases of AI development and use. In addition, it provides for interagency coordination, systemic risk 

management, public participation and consideration of human rights impacts. The relevant provisions have 

been adapted and integrated into this Law of the State. 

It partially adapts the approach enshrined in the Personal Information Protection Law (PIPL), which 

establishes systematic control and regulation of the processing of personal and biometric data. PIPL 

enshrines the principles of legality, transparency, data minimization, intended use and prevention   of harm 

to an individual. 

The law also imposes on the entities using AI systems the obligation to obtain the user's information 

consent, guarantees the right of a person to refuse automated decision-making and the right to appeal against 

them, and determines increased ethical and social responsibility for the consequences of the functioning of 

algorithms — both at the individual and societal levels.  

In the national law, these approaches are integrated by strengthening the personal data protection 

regime, creating ethical supervisory boards and introducing the principle of presumption of possible risk of 

harm in automated information processing. 
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SECTION II. SCOPE OF THE LAW 
The Law applies to all natural and legal persons, regardless of the form of ownership and 

organizational and legal form, who develop, implement or use AI systems on the territory of the State. The 

Law also applies to entities that apply AI systems to citizens or residents of the State. In addition, the Law 

applies to foreign entities in cases where the functioning of AI systems causes or may cause an impact on 

the information space, economy, social sphere, defence or other national interests of the State.  

2.1 This Law applies to all subjects of public and private law that are directly or indirectly involved 

in the life cycle of artificial intelligence systems, including the stages of research, development, design, 

training, testing, implementation, commercialization, modification, deactivation or use in any sphere of 

public life, including economic, defence, cultural and administrative. 

This Law applies to: 

developers, operators, suppliers, auditors and end users of AI systems located or operating in the 

territory of the State; 

institutes, organizations, startups or other entities that train, adapt or localize AI algorithms using 

national data or infrastructure; 

companies that integrate AI into their business models, digital products, logistics systems, decision-

making systems, or human resources; 

government agencies that use AI in digital governance, data analysis, law enforcement, risk 

management, automated assessment, access control, or border surveillance. 

In addition, this Law applies to any AI systems that:  

cause or may cause a direct or indirect effect on natural or natural or legal person sunder the 

jurisdiction of the State;  

are used to process, generate, analyse, classify, predict or model information relevant to the public 

interest, the protection of human rights, public administration, national security or the digital economy of 

the State. 

2.2 Effect of the Law on Foreign Entities. This Law applies to any foreign individuals and legal 

entities, including companies and authorities, that carry out activities related to the use of AI systems outside 

the territory of the State, if such activities cause or may cause a direct or indirect impact on the citizens of 

the State, its national security, economic or informational interests. 

In particular, this Law covers foreign entities if:  

a) their AI systems process or store personal data, including biometric, behavioural, financial or 

other sensitive data identifying citizens of the State; 

b) automated decisions made by AI systems affect the rights, obligations or legal status of 

individuals and legal entities of the State; 

c) they provide digital services or deploy algorithmic models on platforms accessible within the 

State’s territory, regardless of the location of the cloud infrastructure, servers, computing power or legal 

address of the company. 

In case of confirmation of the influence of a foreign entity on the objects of legal regulation of this 

Law, the jurisdiction of the State may be applied to it in accordance with the principle of protection of 

national sovereignty in the digital space. Determination of the presence of such an impact is carried out 

through the digital monitoring and oversight, expert opinions and consultations with the international 

partners of the State. 

2.3 Areas of application of the Law. This Law applies to the main sectors of public, state, security 

and economic life, in which the use of AI systems has a significant impact on the rights, interests and 

security of citizens and the State, in particular: 

− in the field of public administration: automated platforms for the provision of administrative 

services, e-governance, digital regulation of public processes, big data analysis for public decision-making; 

− in the field of justice: algorithmic assistance in the formation of court decisions, digital processing 

of evidence, identification of patterns in criminal and administrative proceedings, electronic justice; 
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− in the field of security, defence and intelligence: autonomous combat systems, control systems 

for unmanned aerial vehicles (drones), threat detection systems and technologies, open-source analytics 

(OSINT), tactical forecasting, cyber operations, digital protection systems for critical infrastructure; 

− in the field of healthcare: predictive diagnostics, clinical decision support systems, personalized 

treatment, drug management, medical image recognition, virtual physician assistants; 

− in the field of education: individualized training programs, automated assessment systems, 

language models to support distance learning, analytics of educational trajectories; 

− in the field of business: forecasting market fluctuations, optimization of logistics, automation of 

financial reporting, automated systems for recruiting and evaluating personnel, detection of fraudulent 

schemes; 

− in the field of advertising, media and information influence: content generation, creation of overly 

personalized advertising, automated content moderation and control systems, information manipulation; 

− in the field of science and innovation: modelling complex physical, biological or social processes, 

generating hypotheses, supporting experimental design, discovering new materials, analysing scientific 

publications. 

The use of AI systems in these areas requires differentiated legal regulation, considering the specifics 

of risks, the level of impact on humans, ethical standards, and the need to ensure human control. 

2.4 Cases of non-application of this Law. This Law does not apply to:  

− systems that are created or used exclusively for the personal needs of individuals, for household 

affairs, personal planning, hobbies or non-commercial communication, if there is no systemic impact on 

the public space, public security or information environment of the State; 

− systems that are used exclusively for research or academic purposes, are under development, do 

not interact with real users, do not participate in the decision-making process and do not have access to 

public or commercial platforms, until their official registration or launch; 

− cases where international treaties that have higher legal force than national legislation in 

accordance with Article 9 of the Constitution of the State are applied, in cases where such treaties establish 

different rules regarding artificial intelligence, data processing standards or the jurisdictional affiliation of 

technical solutions. 

In each individual case, the application of exceptions must be justified based on technical expertise, 

a potential impact assessment and a decision of the relevant digital surveillance body. 

2.5 Priority of the provisions of this Law. The provisions of this Law are special norms in terms of 

regulating relations related to the development, use, implementation, control, audit and termination of 

artificial intelligence systems. In cases where other legislative acts of the State contain general provisions 

on information activities, protection of personal or biometric data, cybersecurity, digital transformation, 

administrative proceedings, labour or ethical relations, the provisions of this Law shall apply as a priority. 

In case of conflicts between the provisions of this Law and other normative legal acts, unless 

otherwise provided by international treaties ratified by the State. Such a ratio is aimed at ensuring the 

integrity of the regulation of the field of artificial intelligence within the framework of a single logic of 

digital law and preventing fragmentation of jurisdictional competence between different regulatory 

systems. 
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CHAPTER 3. BASIC TERMS AND THEIR DEFINITIONS 
3.1. In this Law, the terms are used in the following meaning: 

1) Electronic is the one associated with the use of electronic devices or channels for creating, 

transmitting, storing, processing or reproducing information in electrical or digital form. Electronic systems 

are constituent parts of digital infrastructure, but have a wider application range, including analog or 

hardware-oriented systems. 

2) Digital is related to the representation, processing and storage of information in the form of 

numerical (discrete) values. It defines everything that operates with information in the form of bits, bytes, 

numbers, code or signatures; digital is the principle of modelling, representation, transformation of reality 

using mathematical models, algorithms and computational processes. 

3) Artificial intelligence (AI) is a system capable of carrying out processes of analysis, 

forecasting, decision-making, generating information or actions based on given or independently detected 

patterns, which are similar in nature to human cognitive functions synthetic speech model, autonomous 

control. 

4) An artificial intelligence system is a technological AI system developed using machine 

learning, logic programming, statistics, heuristics, modelling, which: a) performs certain functions without 

direct human intervention; b) able to adapt to new inputs; c) functions in accordance with algorithmically 

determined goals. 

5) The AI life cycle is a set of stages that include conceptualization, design, architecture, training, 

validation, testing, use, monitoring, refinement, updating, decommissioning, and destruction of an AI 

system. 

6) Generative AI is a system capable of creating textual, visual, audiovisual, code, or multimodal 

content using artificial intelligence models, including large language models (LLMs), transformers, or 

diffusion networks. 

7) A high-risk AI system is a system the use of which: a) may affect the rights, freedoms or 

security of a person; b) relates to public administration, education, health, justice, security, labour relations 

or finance; c) is subject to mandatory registration and audit in accordance with the legislation. 

8) AI audit is the process of verifying the compliance of the AI system with established standards 

of safety, ethics, non-discrimination, effectiveness, data protection and human rights, carried out by 

independent experts or authorized bodies. 

9) An algorithmic decision is a decision formed by the AI system in whole or in part, with or 

without the possibility of human intervention in the result. 

10) Human-in-the-loop is the principle that critical decisions affecting human rights or security 

should be made solely with the participation of a person who has the authority to approve, correct, or reject 

an automated outcome. 

11) Digital surveillance is a system of state or independent surveillance that includes institutions 

for monitoring, incident investigation, abuse response, and public reporting on the functioning of AI 

systems. 

12) AI transparency is the ability of an AI system to be technically, legally and ethically 

understandable, predictable, explainable and open to verification of the results of its activities. 

13) The Register of AI Systems is a centralized database maintained by an authorized body and 

contains information about registered high-risk, generative and military-civilian artificial intelligence 

systems, their operators, functional purpose, risk level, and audit results. 

14) Ethical assessment of AI is a procedure for a systematic analysis of the goals, means, impact, 

and consequences of the AI system from the perspective of human rights, sustainable development, and 

institutional justice, which includes the participation of an independent expert council. 

15) Biometric data is digital data obtained because of processing a person's physiological or 

behavioural characteristics that provide his/her unique identification (e.g., face, fingerprints, voice, gait, 

eye movements). 
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16) Digital sovereignty is the ability of the state to ensure control over critical digital resources, 

infrastructure, data, and artificial intelligence systems that affect national security, economic independence, 

and citizens' rights in cyberspace. 

17) A high autonomy model is an AI system that can make decisions independently without human 

intervention in a changing context, including learning from new data in real time (online learning) and 

changing the algorithm of actions without prior human programmatic intervention. 

18) The National AI Ethics Council is an advisory body established under the executive body of 

the State, whose functions include addressing ethical challenges, recommending AI policies, coordinating 

critical applications of artificial intelligence systems, and participating in international digital ethics control 

initiatives. 

19) Critical infrastructure is facilities, systems, networks and services that are critical to national 

security, defines, health, economy and society, the functioning of which largely depends on the reliability, 

resilience and security of digital and algorithmic technologies. 

20) AI-based autonomous weapons are a system capable of independently identifying, tracking, 

evaluating and hitting a target without direct intervention of a human operator, using computer vision 

algorithms, data analysis, behavioural models and combat simulation. 

21) A Chief AI Officer is an authorized person in a government agency or legal entity who is 

responsible for strategic implementation, ethical support, risk assessment, auditing, transparency, and 

interaction with the regulator regarding implemented AI systems. 

22) Institutional control over AI is a set of organizational, legal, administrative, and procedural 

measures aimed at ensuring legality, ethics, transparency, responsibility, and accountability during the 

creation, implementation, management, operation, and termination of AI systems at the level of public 

authorities, business, and civil society. 

23) The principle of preventive liability is the principle according to which the developer or 

operator of an AI system is obliged to take measures to prevent harm that may potentially arise because of 

the operation of this system, even if the damage has not yet occurred or is hypothetical. 

24) A digital avatar is a visually simulated image that represents a person in a digital or virtual 

environment, reproducing their appearance, facial expressions, gestures, body movements, or a stylized 

projection of their appearance. Digital avatars can be either an exact biometric copy or a stylized or abstract 

reproduction that serves as a user's identification or self-presentation in online spaces, virtual environments, 

metaverses, or immersive platforms. 

25) A voice clone\synthetic voice a digital model that imitates or synthesizes the voice, accent, 

timbre, intonation, rhythm of speech, vocabulary, speech turns or communication style of a particular 

person   educational or memorial purposes. 

26) A virtual agent (representative, digital assistant, chatbot) is a software system that 

autonomously or semi-autonomously communicates on behalf of a person using his/her style, rhetoric, 

intentions or predetermined parameters. Such an agent can be integrated into social networks, digital 

government services, corporate platforms, media platforms or online court procedures for the purpose of 

delegated participation, information exchange, moderation and representation. 

27) A digital shadow is an indirect digital representation of a person that is formed algorithmically 

based on collected data on their behaviour, preferences, interactions, click history, purchases, navigation, 

ratings, time rhythm of activity, etc. The digital shadow does not have an autonomous visual or voice form 

but is used by artificial intelligence systems to predict behaviour, personalize interfaces, recommendations, 

or verify the user without their direct involvement. 

28) Digital reconstruction (hologram, 3D models, posthumous digital personality (‘post-

personality’)) is a highly accurate or stylized digital replica of a person, which can be created during life 

or after death on the basis of biometric data, audio and video materials, written texts, archives, social 

profiles. Such reconstructions are used in cultural, historical, educational, memorial, artistic or religious 

contexts, as well as in inheritance digital law systems. 
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29) Artificial intelligence system in the field of justice (hereinafter referred to as the AI system) 

is a technological complex that carries out automated data processing, the formation of analytical 

conclusions, indicative recommendations or information messages that can be used by a judge, investigating 

judge, prosecutor or parties in the course of procedural activities, while such a system is not empowered to 

make final procedural decisions. 

30) Decisive human participation is the mandatory and real ability of an authorized official 

(judge/investigating judge/prosecutor) to independently evaluate evidence, change or reject the result of the 

AI system, and be responsible for the final decision. 

31) Human controllability (human-in/on-the-loop) is an organizational and technical mode of 

application of the AI system, in which a person retains control over critical stages of analysis and decision-

making, has the means to stop, review, and adjust the results of the system. 

32) Algorithmic recommendation is an informational message, assessment, rating, hint, forecast 

or other non-final conclusion formed by the AI system to support decision-making without binding legal 

force for the subject of authority. 

33) Ethical certification is a procedure of preliminary and periodic assessment of the AI system, 

carried out by an authorized body to verify compliance with human rights and freedoms, non-

discrimination, transparency, human controllability, safety and proportionality. 

34) Independent algorithmic audit is a third-party verification of the AI system for quality, 

stability, absence of prohibited bias, security and compliance with the declared purpose with the obligatory 

fixation of methods and results obtained. 

35) Local explainability is the provision of a clear justification for a specific result of the AI system 

in a particular case (including key factors of influence), sufficient for a procedural check. 

36) Prohibited characteristics are any sensitive characteristics of an individual, the use of which 

in AI systems, directly or indirectly (through derived or correlated indicators), may lead to discrimination. 

Such characteristics include race, skin colour, ethnic or social origin, language, religion, political or other 

opinions, health status, disability, sexual orientation, age, trade union affiliation, and other characteristics 

determined by law. 

37) A proxy feature is a variable that is not directly a prohibited feature but has a strong correlation 

with it and reproduces a discriminatory effect in the results of the AI system. 

38) AI System Operator — a public authority, other state body or institution/organization 

designated by it in accordance with the law that operates the AI system in proceedings, ensures its 

integration, security, logging and compliance with the requirements of this Article. 

39) Supplier (developer) of an AI system is a business entity or other person that creates, 

implements, supplies or provides support for an AI system and bears legal responsibility for its quality, 

functional properties, defects and updates. 

40) A critical conclusion of the AI system is any result of data processing generated by the AI 

system that can significantly affect the procedural rights and freedoms or the scope of legal responsibility 

of a person (in particular, risk assessment, proposal of a measure of restraint, analysis of evidence). 

41) Logging means an automated and secure record of the use of the AI system in a case 

(identifier and model version, call time, nature of the task, a brief description of the input/request, 

information about considering/rejecting a human recommendation). 

42) Methodological documentation of the AI system is a set of documents that disclose the 

purpose, architecture, training and validation data, limitations, known risks, test and audit results, including 

"model passport" and "data set passports". 

43) The Register of High-Risk AI Systems is a state information system for accounting for AI 

systems approved for use in the field of justice, with information about their version, certification, audit 

results, and incidents. 

44) An AI security incident is any event that indicates a compromise of the integrity, 

confidentiality, or correctness of the AI system (including "hint" attacks, "jailbreaks", uncontrolled updates, 

data leaks), which requires mandatory notification and response. 
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45) Reproducibility of results is the provision of the ability to re-obtain the relevant result of the 
AI system in the same case under the conditions of fixing the version, parameters and data sources. 

46) "Data room" is a special regime of controlled access of the court, parties and experts to 
confidential methodological information about the AI system with mandatory logging of all actions and 
with a ban on disclosure or use of such information beyond the purposes specified by law. 

47) Human rights impact assessment is a documented procedure for identifying, measuring and 
minimizing risks to human rights and freedoms from the use of AI in justice. 

48) Educational subjectivity is the ability of a pupil, student, student, teacher and other participants 
in the educational process to independently make decisions on learning, development and assessment, 
preservation of academic dignity and autonomy in the context of the use of digital technologies. 

49) The AI system in education (hereinafter referred to as the AI system) is a technological tool 
that carries out automated processing of educational data and generates recommendations, hints or other 
results to support teaching, learning, assessment or administration, without replacing the decisive role of 
the teacher. 

50) Pedagogical sovereignty is the exclusive competence of the teacher enshrined in law to 
determine the methodology, scope and methods of assessment, interpret learning outcomes and be 
responsible for final decisions. 

51) A person in the loop (science: human-in/on-the-loop) is a mode in which the 
teacher/examiner retains control over the critical stages of learning and assessment, has the means to review, 
adjust and reject algorithmic results. 

52) Adaptive learning is the individualization of the content and pace of learning based on 
algorithmic analysis of educational data, provided that pedagogical sovereignty and procedural fairness are 
preserved. 

53) Social scoring is an automated assignment of an integral assessment of "academic 
performance", "reliability" or "riskiness" to a person to influence access to educational services, 
scholarships, dormitories or other rights. 

54) Emotional recognition is the use of biometric or behavioural signals to infer the emotional 
states, motivation or personality traits of the student, including micro expressions, gaze, heart rate, etc. 

55) Academic analytics is the systematic collection and analysis of educational data to support 
learning and manage the quality of education in compliance with the requirements of minimization, 
proportionality and safety. 

56) Educational profile is a set of personal and educational data on educational achievements, 
learning style, interests and other characteristics of an applicant, which is formed, processed and stored 
exclusively for educational purposes and cannot be used for purposes other than provided for by this Law, 
without a separate legal basis determined by law or the consent of the data subject. 

57) Inclusive design is the design of AI systems considering the accessibility and needs of people 
with disabilities and other vulnerable groups. 

58) AI operator is an individual or legal entity, public authority or other entity defined by law, 
which uses, manages, integrates or otherwise operates the AI system in accordance with the specified 
purposes of its application and is responsible for compliance with the requirements of this Law. 

59) AI Provider — a natural or legal person, public authority, or other entity that creates, 
distributes, provides, implements, or maintains an AI system and is responsible for its compliance with the 
requirements of this Law, including its characteristics, security, quality, and updating. 

60) Child Data means any information about the child, including device and network identifiers, 
educational, medical, biometric, location, social data, and derived inferences and profiles created by AI 
systems. 

61) Processing of children's data is any operation or a set of operations with children's data 
(collection, storage, use, transfer, analysis, profiling, depersonalization, deletion, etc., or other actions with 
such data), which is subject to enhanced protection regardless of the means and place of implementation. 

62) AI child profiling is any form of AI processing of a child's data, which consists in using such 
data to assess personal aspects or predict the behaviour, inclinations, academic performance or social 
characteristics of a child. 
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63) Emotional tracking is the AI identification, analysis, or prediction of a child's emotional states 
by analysing the face, voice, gaze, postures, physiological signals, or other signs, including derived features. 

64) A predictive profile ("future profile") is a set of inferences or scoring scores generated by the 
AI system to predict future decisions, educational or career trajectories, risks, preferences, or "life paths" 
of a child. 

65) Targeted ads for children are ads that are personalized based on the child's data (including 
psychotype, neurobehavioral signs, predicted emotional states), as well as data collected from third parties 
or through cross-platform tracking. 

66) Child information invisibility is a mode of using the service without creating personal profiles, 
without cross-platform tracking, and with minimal short-term logs that do not allow you to restore the 
child's identity. 

67) Child Impact Assessment is a documented ex ante procedure for identifying and minimizing 
risks to the rights and freedoms of a child from the functions of the AI system, indicating control measures, 
review periods, and responsible persons. 

68) Child Safety Data Sheet is a public document of the operator containing a description of the 
functions of the AI system, data categories, risks, prohibited practices, technical and organizational 
controls, storage periods, incident procedures, and contact of the DPO/responsible person. 

69) Age assurance is a method of establishing the age of a user using the principles of data 
minimization and prohibition of storing excessive information. 

70) An emergency kill switch is a technical mechanism for immediately stopping certain functions 
of the AI system in the event of significant harm to the child. 

71) A simulacrum (face simulation) is a representation of an individual's identity (image, voice, 
manner of speech, style of thinking/behaviour, "digital twin", avatar, memorial bot) created or modified 
with the help of an AI system, which can be perceived as related to a specific person or his/her "will". 

72) Speech/behavioural/communicative patterns are patterns of speech, intonation, gestures, 
communication style, reactions, preferences identified or synthesized with the help of the AI system, which 
allow you to reproduce characteristic features of a person. 

73) Simulacrum monetization is any economic benefit (direct payments, advertising, paid licenses, 
sale of access/API, donations, revenue share) from creating, distributing, or using a simulacrum or 
personality patterns. 

3.2. All other terms not defined in this article shall be construed in accordance with the provisions of: 
a) the legislation of the State in the field of information, personal data protection, cybersecurity, 

digital transformation, national security and international law; 
b) international regulations, standards and recommendations, in particular NIST AI Risk 

Management Framework (USA) [59], OECD Council Recommendation on Artificial Intelligence (2019), 
Regulation (EU) 2024/1689 — AI Act, [60], UNESCO Recommendation on the Ethics of Artificial 
Intelligence (2021) [61], AI Bill of Rights (USA, 2022), ISO/IEC 22989:2022 Artificial Intelligence — 
Concepts and terminology [62] and other officially recognized documents;  

c) official interpretations, clarifications or doctrinal approaches or practices provided by authorized 
bodies or ethics councils in the field of AI at the national or international levels. 

In cases where there is no common understanding of the term, preference shall be given to the 
interpretation that best ensures the highest level of protection of human dignity, security, digital sovereignty 
and sustainable development, in accordance with the principles laid down in this Law. 

3.3. The interpretation of the terms used in this Law is carried out in accordance with the principle 
of maximum protection of human rights and freedoms, human dignity, non-discrimination, digital 
sovereignty and national security of the State, as well as on the principles of transparency, ethical 
responsibility, technological neutrality, interoperability and social justice. 

In case of discrepancies in the interpretation or ambiguity of the term, its meaning is determined taking 
into account the priority of protecting human rights, human dignity and security of a democratic society, the 
prevention of abuse or covert influence on decision-making, as well as taking into account the best international 
practices of digital governance, recommendations of UNESCO, OECD, the Council of Europe and the United 
Nations and other internationally recognized documents in the field of artificial intelligence. 

 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

21 
 

CHAPTER 4. PRINCIPLES OF ARTIFICIAL INTELLIGENCE REGULATION 
The regulation of artificial intelligence systems in the State is based on the principles of the rule of 

law, which ensure a balance between technological development, human rights protection, security, ethics 

and digital sovereignty. In the event of a conflict between innovative development and human rights, human 

rights shall prevail. 

The principle of technological neutrality means that legal regulation focuses not on technologies, 

but on the functional impact of AI systems. The law should not create advantages for individual platforms 

or architectures, promoting fair competition and equal market access. 

The human-centered principle assumes that AI systems must function with human dignity and 

autonomy in mind. Individuals should be able to know about the impact of AI, appeal its decision, get an 

explanation, and maintain control. Full automation of critical decisions without human intervention is 

prohibited. 

The principle of transparency and explainability obliges to provide access to technical 

documentation, logs, justifications, and application limits. All AI systems should inform the user about their 

algorithmic nature, and the results should be available for auditing. 

The principle of responsibility establishes personal legal, administrative, ethical, and civil 

responsibility of all participants in the AI life cycle. This includes preventing damage, identifying 

responsible links, liability agreements, and indemnifying damages. 

The principle of ethics implies compliance with moral standards, the prohibition of manipulative 

practices, compliance with international codes, the presence of ethical expertise and influence on 

vulnerable groups. AI systems should not only avoid harm but also promote well-being and trust. 

The principle of preventive risk management requires threat assessment prior to the implementation 

of AI, monitoring during operation, auditing, scenario modelling, and prevention of negative consequences. 

The principle of institutional accountability provides for the creation of independent supervisory and 

ethical bodies, the introduction of internal control systems, mandatory reporting and international 

cooperation in the field of digital governance. 

The principle of digital sovereignty guarantees state control over critical digital resources, 

infrastructure, data, and algorithms. Data localization, independence from foreign platforms, and 

restrictions on the transfer of AI components abroad are required. 

The principle of adaptability means the flexibility of the regulatory system — updating legislation, 

creating "sandboxes", delegating functions to councils with public participation, using artificial 

intelligence tools in rulemaking. 

The principle of interoperability and harmonization ensures consistency with international standards 

(AI Act, NIST, ISO, UNESCO, IEEE), includes compatibility of audit, licensing, certification procedures 

and the creation of conformity recognition mechanisms. 

The principle of digital diplomacy enshrines the regulation of AI as a foreign policy tool. The state 

participates in the formation of global standards, protects the interests of citizens, concludes international 

agreements, and prepares diplomats and digital experts for negotiations on AI issues. 

4.1 The principle of technological neutrality: the legal regulation of artificial intelligence systems 

should not be based on specific tools, software solutions, architectures or types of models (e.g. neural 

networks, transformers, statistical models, etc.), but solely on their functional impact, context of 

application, level of autonomy, potential risks to human rights, security, the environment and democratic 

governance [63, 64]. 

This principle ensures that regulatory requirements must be adaptive to technological developments, 

ensuring regulatory fairness for emerging solutions that may arise outside of established technical 

categories [65, 66]. 

Technological neutrality also means that the law should not favour individual vendors, platforms, or 

architectures, promoting innovative competition and adherence to the principle of equal market access 

regardless of the technological origin of the AI solution [67]. 
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4.2 The principle of "human-centred principle": the development, implementation, use and 

termination of artificial intelligence systems should be carried out with the unconditional priority of human 

dignity, fundamental human rights and freedoms, protection of autonomy of will and personal integrity [68]. 

This principle assumes that a person remains a key subject of legal relations, who has a guaranteed 

right to know about the functioning of the AI system, the impact of its decisions on himself or his 

environment, as well as to have really legal and technical means to control, review, explain, appeal or 

terminate algorithmic results [69]. 

The implementation of this principle requires: 

- availability of human-in-the-loop mechanisms for high-risk systems [70]; 

- the introduction of independent ethics panels, digital ombudsmen, and specialized hotlines to 

address complaints related to the operation of AI systems [71]; 

ensuring the availability and effectiveness of administrative and judicial procedures for reviewing, 

explaining and appealing automated decisions by persons affected by them; 

- mandatory consideration of social vulnerability, age, gender, linguistic, cultural and physical 

characteristics of persons interacting with AI systems [72]; 

imperative legislative prohibition on the full delegation of critical management, justice, security, 

healthcare, or oversight functions to AI systems without the participation of an authorized human person. 

The principle of transparency and explainability: developers, operators, supervisors and end users 

should have a legally guaranteed opportunity to understand the logic of the functioning of the AI system, 

its goals, input and output parameters, data sources, decision-making models, training structure, risks and 

limits of applicability. 

This principle provides for ensuring the availability of the following elements: 

− technical documentation (model architecture, sources of training data); 

− logs of decisions made and interpretations of algorithms (explainability); 

− models of justification of results (for example, contextual hints for generative models); 

− defined limits of the model's functioning, including scenarios in which its use is prohibited or 

restricted. 

Transparency also means that any automated system that interacts with citizens must have a 

mandatory label or interface that communicates its algorithmic nature, and the results of decision-making 

must be available for verification, review and audit by third parties. 

Principle of responsibility: each operator, developer, implementer, or user of an AI system bears 

personal legal, administrative, ethical, technological, and civil responsibility for the functioning of the AI 

system, its results, impact on the environment, individuals, and institutions, within limits proportional to 

the level of autonomy, risk class, scope, and access to the internal logic or configuration of the system. 

This principle includes: 

responsibility for preventing the adoption of knowingly harmful or discriminatory decisions, even if 

they are generated algorithmically; 

implementation of responsible AI governance mechanisms; 

a clear legal definition of roles and responsibilities in the chain of responsibility: developer — 

supplier — operator — end user; 

ensuring the availability of internal liability policies, agreements between the parties and a system of 

regular internal audits; 

application of the principle of preventive responsibility in the public sector and in high-risk areas of 

activity. 

In case of damage to an individual or legal entity, the environment, society or violation of 

fundamental rights, the responsible parties are obliged to compensate for the losses in full, conduct a public 

audit and ensure the update, modification or complete decommissioning of the AI system that caused the 

negative impact. 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

23 
 

The principle of ethics: all stages of development, implementation, operation and decommissioning 

of artificial intelligence systems must comply with fundamental moral and ethical norms based on respect 

for human dignity, solidarity, social justice, non-discrimination, inclusion and sustainable development. 

This principle implies: 

a) prohibition of the use of AI systems for systematic mass surveillance, manipulation of citizens' 

behaviour, digital segregation, censorship in the digital environment, psychological pressure or human 

rights violations;  

b) ensuring compliance of AI systems with international codes of ethics and recommendations, in 

particular: Recommendation on the Ethics of Artificial Intelligence (UNESCO, 2021), IEEE Ethically 

Aligned Design, CAHAI (Council of Europe), AI4People; 

c) mandatory implementation of independent ethical expertise, which is mandatory for high-risk and 

generative models; 

d) creation of ethical audit bodies under state authorities, business structures and scientific 

institutions;  

e) conducting a preliminary Human Rights Impact Assessment for systems used in the public sphere 

and against vulnerable groups. 

The ethics of AI means not only the absence of abuse or harm, but also the presence of an active 

ethical focus: promoting public welfare, increasing transparency, strengthening trust in digital systems, and 

preventing social risks of the future. 

4.3 The principle of preventive risk management. All AI systems, regardless of risk class or scope, 

are subject to a comprehensive assessment of potential threats and negative consequences before they are 

implemented in the application environment, as well as continuous or periodic monitoring after 

commissioning [73,74,75]. 

This principle includes: 

− development and implementation of internal risk management systems at all stages of the AI 

system life cycle; 

− conducting mandatory ethical due diligence prior to implementation, taking into account the 

impact on human rights, ecosystem, social relations and public trust; 

− independent technical and ethical audit of high-risk systems, generative models and systems of 

critical importance after commissioning; 

− publication of a public report on the results of risk management and identified threat vectors; 

− providing continuous monitoring of the behaviour of the AI system in real time in order to early 

detect unintended effects, algorithmic distortions or technical failures. 

The purpose of the preventive approach is not only to respond to negative events, but also to actively 

anticipate them, simulate possible threat scenarios and implement preventive mechanisms that minimize 

damage or make it impossible for it to occur. 

The principle of institutional accountability. A multi-level system of supervision, control and 

reporting on the creation, implementation, use and decommissioning of artificial intelligence systems is 

provided, with special attention to high-risk, generative and critical infrastructure applications. 

This principle requires: 

establish independent oversight bodies, ethics committees, and institutions empowered to review AI 

systems in the public and private sectors, as well as apply the necessary response measures; 

implementation of internal accountability mechanisms in organizations that develop or use AI 

systems, with the mandatory appointment of Chief AI Officers; 

providing the public with open access to information on the use of AI systems in the areas of public 

administration, justice, education, health care and security; 

mandatory reporting of all negative incidents related to malfunctions, manifestations of 

discrimination, making unexplained decisions or failures of AI systems; 
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development of international cooperation with the oversight mechanisms of the Council of Europe, 

OECD, UNESCO and other intergovernmental organizations that form the principles of global ethical 

digital governance. 

Accountability is not a procedural formality, but a key democratic principle that guarantees the 

controlled nature of the impact of AI systems, provides an opportunity for its verification and public review. 

4.4 The principle of digital sovereignty. The State is obliged to ensure full control and strategic 

management of critical digital assets, infrastructure, data, algorithms, computing power, cloud 

environments and software and hardware architecture cause or may cause a direct or indirect effect on 

natural or indirect used or integrated into the functioning of artificial intelligence systems on the territory 

of the State or in the interests of its citizens [76,77,78]. 

This principle is ensured by: 

prohibiting the dependence of critical solutions based on artificial intelligence on foreign 

uncontrolled platforms, data centres, APIs or systems located outside the jurisdiction of the State or its 

strategic partners; 

localization of data necessary for training, validation and operation of AI systems serving state, 

security, medical, educational and other critical sectors on the territory of the State or in safe environments 

under its jurisdiction; 

creation and maintenance of national computing power and open models capable of ensuring digital 

independence in the fields of generative AI, natural language processing, computer vision and other key 

areas;  

legislative restriction of the transfer of algorithms, models and training data to third countries without 

special permission from the competent authorities, taking into account national security, ethical control and 

citizens' rights; 

strategic participation of the State in international initiatives to form digital sovereignty as a basis for 

democratic governance by artificial intelligence at the global level. 

Digital sovereignty is the basis for preserving democratic governance by artificial intelligence and 

protecting the interests of citizens in the global digital environment. 

4.5 The principle of adaptability. The national system of legal regulation in the field of artificial 

intelligence should be flexible, dynamic and capable of evolutionary updating in order to quickly respond 

to the emergence of new technologies, challenges, interaction models and social expectations. 

This principle includes: 

a) regular updating of legislation through digital consultation mechanisms, forecasting technological 

developments (foresight), modelling of future scenarios and risk analytics; 

b) creation of regulatory sandboxes for testing innovative AI models in controlled legal 

environments with temporary status, feedback and support of expert commissions; 

c) delegating, within the limits determined by law, the right to adapt the updating of by-laws to ethics 

and regulatory councils functioning with the participation of the public, academics, business and civil 

society institutions; 

d) application of technology transparency tools, artificial intelligence in rule-making, and expert 

digital dashboards for accelerated policy updates. 

Adaptability is a guarantee of the resilience and viability of the regulatory system in the face of digital 

transformations, ensuring a balance between innovative development and the protection of human rights in 

a changing algorithmic reality. 

4.6  The principle of interoperability and harmonization means that AI law should be built taking 

into account international standards, principles of mutual recognition, compatibility of platforms, models 

and regulatory structures. The system of legal regulation of artificial intelligence should be aligned with 

key international and cross-border legal acts, technical standards, security protocols, as well as the 

principles of mutual recognition, openness and interoperability of digital infrastructures in order to ensure 

the integration of the State into global digital ecosystems [79,80]. 
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This principle includes: 

− taking into account and implementing EU norms (AI Act), USA (NIST AI RMF, Executive 

Orders), UNESCO, OECD, ISO/IEC, IEEE and other influential international frameworks; 

− ensuring compatibility between national registers, audits and licensing procedures, and those of 

foreign AI certification systems; 

− implementation of technical interoperability standards that define data formats, training protocols, 

algorithmic compliance markers; 

− creation of internationally compatible mechanisms for inspections, exchange of ethical solutions 

and mutual recognition of compliance with high-risk systems; 

− providing guarantees for the participation of national developers, scientists and government 

agencies in the processes of developing global standards and policies in the field of AI. 

Interoperability and harmonization in the field of AI encompass not only the technical compatibility 

of systems, protocols and standards, but also the legal, institutional and ethical integration of the State into 

the international digital community of democratic countries. This approach ensures not only technological 

interaction, but also the commonality of values, procedures and guarantees for the protection of human 

rights in global digital ecosystems[81]. 

4.7 The principle of digital diplomacy: The state recognizes the regulation of artificial intelligence 

as a key element of its foreign policy, a tool for promoting digital sovereignty, supporting global ethical 

governance, and protecting human rights in the digital age[82,83,84]. 

This principle requires: 

− active participation in the formation of international norms, standards and framework conventions 

on AI issues within the framework of the UN, the G7, the Council of Europe, UNESCO, OECD, ISO, ITU 

and other global institutions; 

− concluding bilateral and multilateral treaties, memorandums and strategic alliances in the field of 

ethics, security, interoperability and research in the field of AI; 

− protection of the interests of citizens of the State in case of violation or threat of violation of their 

rights, freedoms or data by foreign artificial intelligence systems through digital consulting, the use of 

diplomatic mechanisms and representation in global digital structures; 

− training of diplomatic personnel and digital experts for the representation of the State in 

international negotiations and political coordination in the field of AI regulation. 

Digital diplomacy is a continuation of technological sovereignty by means of international law and 

a new paradigm of global cooperation in the era of algorithmic states[85, 86, 87]. 

This principle includes: 

− taking into account the norms of the EU (AI Act), USA (NIST AI RMF, Executive Orders), 

UNESCO, OECD, ISO/IEC, IEEE and other influential international frameworks; 

− ensuring compatibility between national registers, audits, licensing procedures and foreign AI 

certification systems;  

− implementation of technical interoperability standards for data formats, training protocols and 

algorithmic compliance tokens; 

− creation of internationally compatible mechanisms for inspections, exchange of ethical solutions 

and mutual recognition of compliance with high-risk systems; 

guaranteeing the participation of national developers and government agencies in the development 

of global standards and policies in the field of artificial intelligence. 
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CHAPTER 5. CLASSIFICATION OF AI SYSTEMS BY RISK LEVEL 
For regulatory and supervisory purposes, AI systems are classified into four risk categories. These 

categories define the scope of requirements for security, transparency, auditing, ethics and oversight. 

Prohibited AI systems are systems that qualify as posing an unacceptable level of risk and are not 

allowed to be used. These include: systems that violate human rights or national security, create digital 

forms of discrimination, carry out uncontrolled biometric surveillance, or operate in autonomous decision-

making mode with physical influence without human intervention. Their development, implementation or 

use is prohibited and subject to legal liability. 

High-risk systems require a special legal regime. These are systems that directly affect the 

implementation of basic human rights and access to socially significant services, the functioning of critical 

infrastructure, public security, justice and defence. Such systems are subject to mandatory registration, 

ethical and technical audits, annual reporting, implementation of a human-in-the-loop regime and the 

appointment of a responsible officer. 

Limited risk systems have an indirect impact on the rights of individuals or the information 

environment. This category includes marketing, communication, human resources (HR) and other service 

systems. For their use, mandatory labelling, informing users, providing an opportunity for opt-out, 

conducting a basic audit and adherence to the principles of transparency and non-discrimination are 

provided. Prior authorization for the use of such systems is not required. 

Minimal risk systems are artificial intelligence systems that perform support functions, do not make 

decisions about users, and do not significantly affect security or human rights. These are spam filters, 

autocomplete, translation systems, basic voice interfaces. Such systems are regulated by general ethical 

standards, do not require special permits, but in case of their mass application, they are subject to a 

declaration of conformity. 

The classification of the risk level of AI systems is carried out comprehensively, considering: sources 

and quality of training data; level of autonomy; areas of application; possibilities of human intervention; 

potential unpredictable effects. At the same time, the principle of foresight and proportionality between risk 

and public benefit is applied. 

Risk categories and relevant requirements may be updated by the authorized public authority in the 

field of AI, taking into account international standards (AI Act, NIST AI RMF, ISO/IEC 23894:2023). At 

the same time, legal, technical and ethical harmonization with global standards and certification 

procedures is ensured, including the implementation of interoperability protocols and the creation of 

mechanisms for mutual recognition of conformity. 

5.1 For regulatory and supervisory purposes, AI systems are classified into four risk categories. 

Each of them defines the scope of requirements for security, transparency, auditing, ethics and oversight. 

Risk categories of AI systems: 

1. Prohibited AI systems (unacceptable risk AI) are a category of artificial intelligence systems 

whose use is prohibited in any form. Such systems are considered unacceptable because they contradict the 

fundamental values of a democratic society, violate human rights, or pose an excessive threat to the social 

order, ethical norms, and national security. This category includes [88,89]: 

systems that carry out algorithmic tracking, monitoring or evaluation of people's behaviour with 

subsequent decision-making that affect the rights, status or opportunities of a person (for example, social 

ratings); 

models that use subconscious, emotional, or neurobehavioral manipulative techniques to influence 

user choices without their consent or awareness of such influence;  

technologies used for mass biometric surveillance in real time in the public space without an explicit 

legitimate purpose, judicial control or clear proportionality criteria;  

any AI systems designed or capable of autonomous physical impact (for example, autonomous 

weapons), which does not guarantee human participation in critical decisions;  
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systems that create conditions of digital discrimination on the grounds of race, age, gender, language, 

religion, disability, national origin, political beliefs or social status, without transparent compensatory 

mechanisms or the right to review decisions. 

The use of such systems on the territory of the State is prohibited in any form by both the State and 

the private sector. Their implementation, distribution or testing is subject to criminal, administrative or civil 

liability in accordance with the law. 

High-risk systems are a category of artificial intelligence systems that requires enhanced regulatory, 

ethical, and technical controls. Such systems have a direct and significant impact on the rights, security, 

well-being or life opportunities of citizens, as well as on the functioning of the state, national security and 

critical infrastructure [90,91,92]. This category includes: 

systems used to make or prepare decisions that directly affect an individual's access to education, 

healthcare, employment, social security, justice, housing rights or freedom of movement (including systems 

for predicting recidivism, assessing creditworthiness, assigning social benefits); 

technologies used in the management, monitoring or operation of critical infrastructure (energy, 

transport, communications, digital platforms, banking system, healthcare), where a malfunction or 

manipulation can cause mass failures, man-made disasters or serious violations of public order; 

systems integrated into public administration, public security, military structures, law enforcement, 

digital security, surveillance or allocation of resources, which are capable of shaping or changing the legal 

status of a person without proper judicial or institutional control; 

systems that autonomously process personal data, carry out biometric recognition or mass profiling 

on a scale that creates a risk of discrimination, manipulation or abuse. 

Such systems are subject to: 

− mandatory registration in the National Register of High-Risk AI; 

− independent technical and ethical audit before commissioning; 

− annual reporting of incidents, failures or complaints; 

− mandatory human-in-the-loop mode for critical decisions; 

− appointing a responsible digital officer (Chief AI Officer) with supervisory powers. 

State bodies that implement artificial intelligence systems are obliged to ensure the maximum 

possible transparency of procedures, the involvement of independent experts in assessment and control 

processes, as well as public access to information on algorithmic logic and justification of decisions. 

Limited risk systems are used in the field of business, communications and services and do not have 

a direct impact on the fundamental rights or security of an individual. At the same time, such systems can 

influence user behaviour, consumer choice, digital reputation, or the information environment. They are 

widely used in marketing, e-commerce, customer service, media, entertainment, communications, and 

human resources management. The use of limited risk systems is allowed provided that: informing users 

about their algorithmic nature; providing users with the opportunity to opt out of interaction; conducting a 

simplified compliance audit; providing ethical support. 

Such systems include: 

− chatbot systems, chatbots, virtual assistants, digital interfaces that automate communication; 

− consumer behaviour assessment systems, personalized recommendation algorithms and AI-

based marketing platforms; 

− digital assistants (managers) who facilitate household or organizational decision-making 

(scheduling planning, communication, navigation, booking); 

− HR tools used at the stage of pre-selection, emotion analysis, resume selection without making 

final decisions on employment. 

Regulation of these systems includes: 

mandatory labelling of the system indicating its algorithmic (AI) nature; 

informing the user about the possible influence of the system on his choices, decisions or behaviour; 

providing users with an accessible opt-out function or an alternative, non-algorithmic interface; 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

28 
 

conducting periodic simplified audits with an assessment of the risks of information distortion, covert 

manipulation or discrimination; 

mandatory compliance with the principles of transparency, explainability, non-discrimination and 

responsible use. 

Limited risk systems are not subject to prior administrative authorization (licensing), but must meet 

established standards of ethical responsibility and public trust requirements. 

2. Minimal risk systems: AI tools with little or no impact on rights, health, security, such as spam 

filters, recommendation systems, or translation. Subject to a general standard of ethics without mandatory 

audits[93].  

Minimal risk systems: These are artificial intelligent systems that have little or no impact on the 

rights, health, safety or well-being of individuals, and do not pose significant risks to the environment, 

democratic processes or social stability. This category includes systems that predominantly perform 

technical, supportive, service, or household functions without autonomous user decision-making[94]. 

Examples of such systems are: 

− spam filters in emails; 

− automatic translation tools without deep semantic analysis;  

− spelling and style correction programs; 

− algorithms for pre-sorting emails or requests; 

− basic voice interfaces for household devices; 

− autofill systems in browsers or instant messengers; 

− game or educational programs without a personalized assessment function. 

Regulation of minimal risk systems includes: 

− adherence to general ethical standards, prevention of misinformation, covert data collection or 

discriminatory behaviour; 

− does not require mandatory audits, but encourages voluntary compliance checks with AI ethics 

best practices; 

− in cases of large-scale applications (more than one million users); 

− submission of a voluntary declaration of conformity to the AI Ethics Council. 

These systems are not subject to registration or authorization, but manufacturers and operators are 

obliged to ensure a prompt response in the event of unexpected impacts, failures or complaints that may 

lead to a revision of the risk classification. 

5.2 The classification  of the risk level of an artificial intelligence system is carried out 

comprehensively on the basis of a set of qualitative and quantitative criteria that reflect the potential impact 

of such a system on the fundamental rights and freedoms of man and citizen, public security, national 

interests, critical infrastructure and the environment [95, 96].  

The main factors of assessment include: 

Source and quality of training data: volume and representativeness, presence or absence of biases; 

transparency of origin; legality of use (availability of licenses); the potential to reproduce discriminatory or 

manipulative practices. 

The level of autonomy of the system: the degree of independence from a person in decision-making; 

availability of mechanisms for controlling, confirming or cancelling AI actions; the possibility of checking 

the logic of the system's functioning by authorized entities; degree of explainability. 

Sphere of influence and context of application: level of sensitivity of the sphere (medicine, education, 

justice, national defence, security); scale of application (local, national, cross-border); type of interaction 

with people (passive, active, autonomous). 

Mechanisms of human intervention: availability of procedures of preliminary (ex-ante), current (in-

process) and subsequent (ex-post) control; the reality and effectiveness of human influence on the course 

of decision-making; technical possibility of suspending or modifying AI actions in critical situations. 
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Likelihood of unintended effects or discriminatory behaviour: the ability of the system to create new 

risks or threats due to complexity, opacity, or interaction with other digital systems; the ability to produce 

new types of vulnerability, in particular vulnerabilities for certain social groups. 

These criteria are applied considering the principle of foresight ("precautionary principle") and the 

principle of proportionality, which determines the ratio of the scale of risk and public benefit. 

5.3 The list of categories can be updated by the public authority responsible for the field of AI upon 

the submission of the National Ethics Council on AI based on international framework acts. 

The principle of interoperability and harmonization means not only technical compatibility, but also 

the legal and ethical integration of the State into the ecosystem of digital democracies. 

This principle includes: 

considering the norms of the EU (AI Act), USA (NIST AI RMF, Executive Orders), UNESCO, 

OECD, ISO/IEC, IEEE and other influential international regulations; 

ensuring compatibility between national registers, audits, licensing procedures and foreign AI 

certification systems; 

implementation of technical interoperability standards for data formats, training protocols, 

algorithmic compliance tokens; 

creation of internationally compatible mechanisms for inspections, exchange of ethical decisions, 

mutual recognition of compliance with high-risk systems; 

guaranteeing the participation of national developers and government agencies in the development 

of global standards and policies for artificial intelligence. 

Interoperability and harmonization are not only a matter of technical compatibility, but also a process 

of legal and ethical integration into the ecosystem of digital democracies. 
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CHAPTER 6. GENERATIVE AI SYSTEMS: SPECIAL REGULATION MODE 
Generative AI systems constitute a separate category of high-performance models capable of 

independently generating digital content (texts, images, sound, video, code, 3D objects, etc.) based on input 

data without direct human intervention. Such systems are characterized by autonomy, variability and 

scalability. They can function both in open and closed modes and are accompanied by ethical, legal and 

social risks due to a significant impact on the information space, copyright and public opinion, as well as 

through the transformation of the ontological boundaries of creativity. 

Generative AI systems are subject to a special regime of legal regulation, which provides: mandatory 

state registration in the National Register of Generative AI; mandatory labelling of created content as AI-

generated; the use of technical means of verification (watermarks, crypto tags, tracing methods, etc.); 

prohibiting the creation of manipulative, discriminatory or false content without the consent of the person 

or in violation of the public interest; supervision of state, public and professional bodies over the use of 

generative AI in sensitive areas; periodic certification, ethical reporting and implementation of responsible 

use policies. 

It is prohibited to use generative artificial intelligence systems to create fake news, deepfake content 

and simulated images; political campaigning without the appropriate permit (license); distribution of 

pseudoscientific materials; generation of discriminatory content; automated disinformation; Creating 

content that incites violence or hostility. 

Developers, providers and operators of generative systems are obliged to provide transparent 

mechanisms for controlling the results (audit trail, automatic labelling, alarm); implement internal editing 

and blocking policies; organize independent ethical verification; report to the authorized bodies; to carry out 

copyright screening and ensure the protection of personal non-property rights to images and author's style. 

Generation systems operating in the State or processing data of citizens of the State are subject to 

mandatory audits by independent accredited structures. The audit includes: assessment of manipulative 

impact; identification of biases; analysis of the context of use; Verification of compliance with privacy, 

copyright and transparency requirements. If risks are identified, the auditor has the right to request 

blocking or modification of the system. 

The use of generative AI in education, science, culture and creativity is allowed only if: compliance 

with academic integrity, copyright and social ethics; mandatory disclosure of the degree of AI 

participation; prohibition of use for dissertations without indication of participation АІ; blocking content 

that reproduces the unique style of the author without his consent; consolidation of the legal responsibility 

of the human author or curatorial institution; implementation of codes of ethics and training programs for 

the use of generative AI. 

The state body responsible for the field of artificial intelligence approves a separate regulation on 

generative systems, which includes national and international standards (AI Act, NIST, UNESCO, ISO/IEC, 

IEEE, etc.); registration and audit procedures; mechanisms for the exchange of ethical decisions; rules for 

participation in the development of global policies in the field of artificial intelligence. 

6.1 Generative AI systems are a category of high-performance AI models capable of creating new, 

original digital content based on incoming textual, audiovisual or structured data. Such content includes, 

but is not limited to, text documents, graphics, soundtracks, video files, 3D models, code, virtual objects, 

and other digital products [97, 98, 99]. 

Generation is carried out without direct human intervention at the stage of creating the result, and the 

process itself is characterized by the following features: 

autonomy (the ability of the system to independently decide on the structure and content of the 

content created); 

variability (the ability to create unique results for each run based on the same inputs); 

scalability (the ability to process large amounts of data and generate significant amounts of content 

in a short period of time); 

adaptability (ability to modify results depending on the context or conditions of application). 
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Such systems can operate both in open mode (interaction with public users) and in closed mode 

(corporate or government use) and are accompanied by potential ethical, legal and societal risks due to their 

high level of influence on the information space, public opinion, aesthetic parameters of the digital 

environment, copyright and ontological boundaries of creativity. 

Generative AI systems are subject to special legal supervision due to their ability to reproduce or 

change the cognitive and behavioural patterns of society, structure media flows, create the risk of 

substitution of authorship, form the algorithmic reputation of individuals, or carry out large-scale digital 

simulations of human interaction. 

A special legal regime is applied to generative systems, which establishes a set of legal, ethical and 

technical requirements aimed at ensuring transparency, accountability and safe functioning of such systems 

[100,101]. This mode includes: 

mandatory state registration of all generative systems operating on the territory of the State or 

processing citizens' data in the National Register of Generative AI Systems. Registration is a prerequisite 

for their legitimate use in the commercial, educational, governmental or media sphere; 

mandatory labelling of each generation result using an explicit visual and/or technical identifier that 

signals that the content was created with the participation of AI. This approach avoids mixing generative 

and human content, especially in sensitive areas — journalism, science, education; 

the use of mandatory technical means of verification, in particular digital watermarks, cryptographic 

tags, data trace history and metadata, which record the generation process and exclude forgery. It provides 

independent auditing, copyright protection and prevention of disinformation; 

Imposing restrictions on the creation of content that contains potentially harmful, discriminatory, 

manipulative, or intentionally false information. It is prohibited to automatically generate images of persons 

without their consent, as well as to create simulations of political figures or experts in contexts that may 

mislead or form false public opinion; 

implementation of state, public and professional supervision over the use of generative systems in 

highly sensitive sectors — education, politics, law, healthcare, public administration, where such tools can 

influence consciousness, choices, behaviour or access to services. Such oversight includes periodic 

certification of systems, the participation of ethics boards, reporting obligations of providers, and the 

implementation of responsible use policies. 

6.2 The use of generative AI systems for purposes that violate public order, human rights, ethical 

norms and the principle of legal certainty is prohibited. In particular, it is not allowed [102,103]: 

− creating and distributing fake news, deepfake content, simulated visual or audio images that can 

mislead the public, especially if such content is not clearly labelled and is not accompanied by explicit 

disclosure of how it was created; 

− the use of generative systems in political campaigning, election campaigns, information and 

psychological operations without obtaining a special state license, without transparency, neutrality and 

independent monitoring procedures. Any use of AI to influence the will of citizens is subject to careful state 

control and mandatory public disclosure; 

− generation of pseudoscientific information, forged or automatically generated scientific articles, 

expert opinions, reviews, diplomas, certificates or other documents of legal or academic significance, as 

such actions undermine academic integrity, legal stability and trust in institutions; 

− creating images of real or fictional persons in a pornographic or discriminatory context, as well 

as in forms that humiliate or insult human dignity, without their explicit consent; 

− using generative AI systems to mass-produce disinformation, including fake experts, fake news 

platforms, or imitation of authoritative sources; 

− automated creation of content capable of intensifying hatred, interethnic or interfaith conflicts, 

calls for violence or hatred contrary to the Constitution of the State and international human rights 

standards. 
6.3 Developers, providers, and operators of generative AI systems are required to adhere to the 

principles of ethical responsibility, transparency, security, and legal protection at all stages of the life cycle 
of content creation, processing, and distribution.  
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In particular, they must: 
provide transparent mechanisms for monitoring the results of generation, including algorithmic 

tracing (audit trail), automatic labelling of content and mechanisms for signalling vulnerable or harmful 
content, as well as technical means for immediate termination of generation in real time; 

develop internal rules (policies) for editing, moderation, temporary blocking and final termination of 
the work of generative mechanisms in case of detection of violations of ethical or legal standards, subject 
to mandatory verification and confirmation of such actions by an independent ethics council; 

ensure regular reporting to the authorized state body on the functioning of generative models, in 
particular on the number of generated content units, their topics, audience, distribution tools and methods 
of complaint processing. Reports should contain separate sections on cases of distortion of facts, influence 
on public opinion or probable conflicts with public policy norms; 

implement comprehensive copyright verification and content filtering procedures that prevent 
copyright, image rights, commercial and personal property rights violations. Particular attention should be 
paid to the prohibition of automatic copying or reproduction of unique stylistic features of artists, 
journalists, experts without a license or a clear indication of the original source. 

6.4 All large-scale content generation systems operating on the territory of the State or processing 
personal, behavioural or culturally significant data of citizens of the State are subject to mandatory 
preliminary and periodic audits for compliance with ethical, legal and social standards. 

The audit is carried out by independent authorized bodies or accredited structures with the 
involvement of experts in the fields of ethics, human rights, information security, psychology of influence 
and cognitive sciences. 

The mandatory elements of the audit are: 
− assessment of the level of manipulative potential of content and its ability to shape or change 

public opinion; 
− identification of systemic or structural biases in the initial data or generation algorithms; 
− analysis of contexts for the use of content (political, cultural, economic) to prevent targeted 

information influences; 
− verification of mechanisms for observing confidentiality, copyright and the right to privacy; 
− establishing the level of transparency, explainability and controllability of systems in cases of 

complaints, incidents or public criticism. 
In case of a high level of risk or potential harmful impact, the auditor has the right to demand the 

termination of the system, changes to its architecture or temporary blocking until the violations are eliminated. 
6.5 The use of generative AI systems in the field of education, science, culture and creativity is 

carried out exclusively in compliance with the principles of academic ethics, copyright and social 
responsibility [104,105]. 

Such use is allowed provided that: 
mandatory indication of the participation or use of AI in the creation of each product, result of 

creativity or publication. Information on the degree of AI participation should be displayed in an open, 
understandable and unambiguous form; 

compliance with standards of academic integrity, including a ban on the use of AI for the preparation 
of diploma, scientific, dissertation works without explicitly indicating the AI identifier, logs of the system, 
and confirmation of human-centric participation; 

ensuring the preservation of copyrights of persons whose work is used as educational material for AI 
or whose stylistic features are reproduced. If a reproduction of the style of a particular author is detected 
without a license or consent, the relevant content is subject to blocking; 

definition of collective intellectual responsibility: in the case of co-authorship between AI and a 
person, the individual author or the institution that initiated the generation remains legally responsible. In 
such cases, special licensing or legal consolidation of the status of responsible content curator is provided; 

adherence to cultural and social ethics, which means the prohibited use of generative AI to create 
images that may offend national dignity, religious feelings, historical memory or certain social groups; 

introduction of ethical codes for the use of generative AI in educational, scientific and artistic institutions, 
with mandatory training of staff and students on the ethical and legal application of such systems. 
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SECTION III. BASIC PRINCIPLES OF REGULATION AND ETHICS 

CHAPTER 7. PRINCIPLES OF RESPONSIBLE USE OF ARTIFICIAL 

INTELLIGENCE 
The use of artificial intelligence systems must be carried out in compliance with the principle of 

responsibility. The development and application of such technologies is possible only if ethical standards, 

security requirements, human rights and the interests of the state are observed. Entities that develop, 

implement or use AI systems are obliged to ensure compliance with legislative, ethical and technological 

requirements, transparency and explainability of algorithms, as well as to prevent the use of AI in a way 

that is contrary to the Constitution of the State, international law or public interest. 

The state and authorized bodies ensure the functioning of mechanisms for preventing harm, 

mandatory involvement of a person in critical decision-making, respect for the dignity of the person, non-

discrimination, protection of privacy, as well as compliance with the principles of technological neutrality, 

legal and technical interoperability and environmental responsibility. 

The principle of responsible use is mandatory for all sectors in which AI affects or may affect 

fundamental human rights, national security, the digital economy, the information environment or 

democratic processes. Its violation entails the application of measures in the form of blocking the relevant 

system, revocation of certificates, cancellation of registration, initiation of legal proceedings and public 

reporting of incidents. 

The state ensures the formation of a culture of responsible use of AI as a component of digital 

transformation by integrating ethical modules into the education system, conducting information 

campaigns, developing ethical standards and codes, introducing voluntary ethical certification, and 

creating support centres. 

The AI Ethics Authority functions as an independent institution operating based on the law and 

accountable to the parliament. He is vested with the right to carry out inspections, conduct examinations, 

issue mandatory orders, initiate proceedings and coordinate the work of ethics councils in key areas of 

public life. 

7.1. Responsible use of artificial intelligence systems is a fundamental condition for technological 

progress, which is carried out in compliance with human rights, fundamental freedoms, national interests 

and ethical norms. 

This principle includes: 

− full responsibility of developers, operators, users and owners of AI systems for compliance with 

the requirements of legislation, ethics, security and transparency at all stages of the life cycle of AI systems 

- from development and deployment to use; 

− the obligation to ensure the explainability of algorithms, i.e. the possibility of explaining the logic, 

stages and criteria of decision-making by the AI system in a form accessible to a person, regardless of the 

level of his technical training; explainability should include a description of training data, internal decision-

making models, weighting factors, as well as potential errors and limits of the algorithm; 

− prohibiting the use of AI systems for purposes that violate the Constitution of the State, 

international obligations, human rights or the public interest; 

− introducing harm prevention mechanisms, including monitoring, feedback, complaint procedures, 

as well as the possibility of suspending or modifying the system in cases of threats or violations; 

− adherence to the principle of "human-centric", which provides for human participation in critical 

decisions, the right of an individual to appeal or review the results adopted with the participation of AI; 

− the inadmissibility of discrimination or biased behaviour of AI systems against any social group 

on the basis of race, sex, age, language, disability, religion, political belief or social origin; 

− protection of privacy, confidentiality, copyright, the right to one's own image and digital dignity 

of each person; 
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− adherence to the principles of technological neutrality and interoperability as the basis of 

competitiveness, security and international cooperation; 

− considering the long-term environmental impacts of deploying large-scale AI systems, including 

energy consumption, carbon footprint, and disposal of digital infrastructures. 

7.2. The principle of responsible use of AI systems is mandatory in all sectors where AI has or may 

have an impact on fundamental human rights, public and national security, ecosystem, information 

environment, digital economy, political stability, cultural heritage or democratic processes. 

This principle is of particular importance in the context of large-scale digital influence, automated 

decision-making, personalized content, as well as in the use of AI in the areas of law enforcement, defence, 

healthcare, justice, social policy, electoral systems, and security initiatives. 

Violation of the principle of responsible use of AI, through uncontrolled implementation, lack of 

human control mechanisms, ignoring ethical norms or creating systems designed to manipulate society or 

individuals, is grounds for: 

− temporary or permanent blocking of the relevant system; 

− cancellation of registration and revocation of certificates of conformity; 

− initiation of administrative or civil proceedings against entities that manage AI systems; 

− reporting incidents to the public and bringing officials to justice in case of systematic violation of 

ethical norms of regulation or undermining public trust. 

7.3. The state ensures the formation of a sustainable culture of responsible use of artificial 

intelligence systems as one of the key areas of digital transformation of society. Such a culture is based on 

the principles of ethics, security, respect for human rights and freedoms, as well as the promotion of 

innovative development. 

This culture is implemented by: 

− integration of modules on AI ethics and law into educational programs at all levels — from 

general education institutions to training programs for civil servants, lawyers, developers, media specialists 

and technical specialists; 

− implementation of national information and education campaigns aimed at increasing the digital 

literacy of the population and awareness of the opportunities and risks of using AI; 

− development and implementation of national ethical standards, sectoral professional codes and 

intersectoral charters of ethics in the field of AI; 

− introduction of a system of voluntary ethical certification of developers, digital platforms and 

technology companies; 

− creation of specialized support centres on the responsible use of AI for citizens, businesses, 

educational and cultural institutions. 

The AI Ethics Authority functions as an independent institution with advisory, control, and 

sanctioning powers. The Authorized Body for AI Ethics has the right to: 

− carry out scheduled and unscheduled inspections of the use of AI systems; 

− to conduct examinations on the activities of entities in the field of AI in accordance with the 

established ethical standards; 

− issue binding orders; 

− initiate administrative, civil or disciplinary proceedings in case of violation of the principles of 

ethics of artificial intelligence; 

− to coordinate the creation and maintenance of ethics councils in the fields of education, science, 

defence, justice, health care and culture. 
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CHAPTER 8. PRINCIPLES OF TRANSPARENCY, EXPLAINABILITY AND 

OPENNESS OF ARTIFICIAL INTELLIGENCE SYSTEMS 
Artificial intelligence systems that potentially affect human rights, freedoms, security, or well-being 

are subject to mandatory identification, traceability, explainability, and accountability. The use of such 

systems is allowed only if the principles of transparency, explainability and openness are observed. 

Subjects of AI implementation or use are obliged to inform users about the use of AI, ensure its clear 

identification in the public environment, disclose technical documentation and sources of training data, 

create interfaces for verifying decisions, explain the logic of the system functioning in an accessible form, 

and indicate the degree of AI participation in decision-making. 

Explainability is ensured through the implementation of mechanisms for reproducing algorithmic 

logic, decision logging, interpretation of results, detection of errors or bias, as well as by providing 

independent access to the results for ethical and legal auditors. 

Openness in the field of artificial intelligence is ensured by regularly informing the public about 

policies and risks, publishing reports on the impact of AI systems in public spheres, providing open access 

to training materials, ethical documents, contract templates, codes of conduct, as well as databases with 

recorded incidents, errors or complaints within the limits that do not contradict the protection of security 

and intellectual property rights. 

Violation of the principles of transparency, explainability or openness is grounds for the application 

of sanctions, including suspension of activities, imposition of fines, revocation of certification or license. 

Compliance with these principles is monitored by the Authorized Body for AI Ethics and Security, 

which maintains an open register of systems that meet the established requirements and audits verification 

procedures in key sectors. 

The state authority in the field of AI sets standards of transparency and explainability depending on 

the level of risk, including mandatory requirements for high-risk systems, generative models, autonomous 

systems used in the field of security, healthcare, justice and digital identification. 

8.1 Principle transparency requires that all AI systems that have a potential impact on human rights, 

freedoms, safety, or well-being be designed, implemented, and used in a way that ensures their 

identification, traceability, explainability, and accountability. 

8.2 Entities that develop or use AI systems are obliged to: 

clearly and unambiguously notify users of the use of AI before the interaction begins. [106, 107]; 

ensure the identification of AI systems in public space [108] by using clear markings (markings, 

interface messages, audio or visual indicators) if the results of their activities can be perceived as human-

created [109]; 

ensure the availability of technical documentation, description of the system architecture, sources of 

training data and interfaces for testing AI solutions within the limits that do not violate the protection of 

trade secrets and security [110]; 

explain the logic of the system functioning in a form understandable to non-professional users, using 

the standards of the accessible language [111]; 

indicate the degree and nature of AI's participation in the decision-making process (automatic, semi-

automatic, or consultative mode) [112]. 

8.3 Explainability requires developers to: 

create mechanisms that provide the ability to reproduce the logic of the algorithm, including decision 

logs, data processing processes and model parameters [113, 114]; 

ensure that the results are interpreted, allowing users and independent auditors to identify errors, 

biases or inconsistencies [115, 116]; 

create independent access interfaces for ethical and legal auditors to the results of the system in order 

to verify compliance, with protection against unauthorized interference and maintaining data 

confidentiality. 
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8.4 The principle of openness implies: 

regularly informing the public about policies, technologies and risks associated with the use of AI, 

using open online resources and public reports [117]; 

mandatory publication of open reports on the impact of AI systems in the public sector (public 

services, digital governance, education, healthcare, security) [118]; 

ensuring open access to sources of learning, ethical guidelines, model contracts and codes of conduct 

that do not contain restricted information; 

creation and maintenance of open databases for assessing AI errors, incidents or user feedback, in 

compliance with the requirements of personal data protection and state security [119]. 

8.5 Violation of the principles of transparency, explainability and openness is the basis for the 

application of regulatory sanctions, in particular: suspension of activities, imposition of fines, suspension 

of certification, and, in cases of systematic or gross violations, deprivation of license. Sanctions are applied 

in the manner prescribed by law, ensuring the right to administrative and judicial appeal. 

8.6 The Authorized Body for AI Ethics and Security monitors compliance with these principles, 

maintains an open state register of transparent AI systems, and conducts an independent audit of verification 

procedures in key sectors of public and private governance. 

8.7 The Authorized Body for Regulation in the Field of AI of the State develops and implements 

standards of transparency and explainability for various risk categories, including high-risk systems, 

generative AI, autonomous systems in the field of security, healthcare, justice and digital identification, 

harmonized with international standards. 
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CHAPTER 9. PRINCIPLES OF SAFETY AND RELIABILITY OF ARTIFICIAL 

INTELLIGENCE SYSTEMS 
Security and reliability are prerequisites for the admission of AI systems to the market, 

implementation, use and scaling, especially in high-risk areas, in particular: healthcare, defence, justice 

and law enforcement, transport, energy, cybersecurity and public administration. Such systems are subject 

to state and independent control, certification, ethical examination and independent verification for 

compliance with safety, reliability and legality requirements. 

The security of AI systems encompasses technical, organizational and procedural measures aimed 

at stable, predictable and controlled operation. Mandatory are: resistance to failures, hacker attacks, data 

processing errors; the availability of mechanisms for crashing, backup, and operator intervention; multi-

level data protection; minimizing the risks of unsupervised learning; preliminary laboratory and field 

testing in critical scenarios with independent verification. 

The reliability of AI systems means the ability to operate for a long time without significant failures, 

while maintaining functionality and safety even with changes in the external environment. Mandatory 

characteristics include: resistance to configuration changes, adaptability without loss of controllability, 

replication of results, testing on edge and anomalous cases, compliance with declared characteristics. 

All AI systems must be provided with a risk management policy approved by the provider and agreed 

with the authorized body, which includes the identification of technical, legal and social risks, incident 

prevention and response procedures, identification of responsible persons and resilience measures: 

redundancy, forced shutdown, functional decomposition, control of the level of autonomy. 

For high-risk systems, the provider is obliged to provide a full package of supporting documentation 

before commissioning: a certificate of conformity, an external audit report, a description of recorded 

incidents, an architectural justification, risk and constraint indicators, as well as other documents specified 

by regulations. 

If dangerous or unstable behaviour is detected, the system is subject to immediate blocking or 

termination. The decision on this is made by the authorized body, cybersecurity authorities or the court 

within their competence. Such decisions must be motivated, with the conditions for re-admission to use, 

and must be entered into the public register. 

The supreme collegial executive body of the State ensures the establishment of minimum 

requirements for the safety and reliability of AI systems, determines evaluation criteria, approves audit 

accreditation procedures and ensures the maintenance of the state register of certificates of conformity. 

9.1 The security and reliability of artificial intelligence systems are critical and mandatory 

conditions for their legal implementation, use and scaling in the territory of the State. Special requirements 

are established for high-risk areas, in particular: healthcare, national defence and security, justice and law 

enforcement, transport and critical infrastructure, energy, cybersecurity and public administration [120]. 

In order to prevent man-made, legal or social disasters, AI systems used in high-risk areas are subject 

to state control, mandatory certification, independent ethical expertise and must provide the possibility of 

independent verification of the results of their functioning for compliance with safety, reliability and 

legality requirements [121]. 

9.2 The security of AI systems includes a set of technical, organizational and procedural measures 

aimed at ensuring stable, predictable, controlled and non-destructive (safe for humans, society and the 

environment) functioning of systems in a real environment, considering the dynamics of risks and emerging 

threats [122]. 

Mandatory safety characteristics of AI systems include: 

− technical resistance to internal and external errors, software or hardware failures, malicious 

intrusions, cyberattacks, manipulation of parameters or code, as well as to anomalous behaviour due to 

incorrect or unexpected inputs and other risks identified by the regulator; 
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− the presence of built-in mechanisms for crashing system actions (fail-safe), functions for backing 

up critical data and automatic recovery (self-healing), as well as opportunities for human operator 

intervention in case of an emergency; 

− Multi-layered protection of data confidentiality, integrity and availability, including encryption, 

digital signatures, perimeter security, access control, isolation of environments and data integrity 

verification at input and output; 

− preventive minimization of the risks of runaway training, false self-learning due to distorted data, 

catastrophic forgetting, cross-system interference or incorrect interaction between the same type or related 

AI modules; 

− Conducting mandatory pre-deployment and field testing before putting the system into operation, 

with simulation of worst-case scenarios, peak loads, atypical situations and unethical behaviour. 

Such testing must be transparent, documented and verified by an independent accredited 

examination. 

9.3 The reliability of AI systems implies the ability to function for a long time without significant 

failures, loss of efficiency or incorrect adaptation, regardless of changes in the external environment, scale 

of use or nature of input data. Reliability means maintaining predictable and controlled system behaviour 

that meets declared technical standards, legal requirements and user expectations [123]. 

Key reliability parameters include [124]: 

− stability of functioning in conditions of changes in the configuration of the environment, type of 

input data, operation parameters and load, ensuring accuracy and efficiency; 

− adaptability to new situations or previously unknown data without loss of general controllability, 

including self-diagnosis, automatic self-assessment and detection of deviations from reference behaviour; 

− replication of results — repeatability or reproducibility of the system's responses in conditions of 

identical input data, which is the basis for trust, verification and forensic evidence; 

− testing on marginal, marginal or anomalous cases, including using a simulated environment, to 

identify the risks of loss of accuracy, the system going beyond the established technical and legal parameters 

of behaviour or the occurrence of an incorrect or dangerous reaction of the system, the results of which are 

subject to documentation and accredited independent verification; 

− compliance with the declared technical characteristics, functionality and declared limitations, 

including open documentation, reference metrics and independent testing results, subject to analysis, 

verification and comparison in state-defined registers or databases. 

9.4 All AI systems should have comprehensively designed, officially approved, and documented 

risk management policies that are the foundation for decision-making to prevent incidents, mitigate the 

effects of failures, prevent crisis escalation, and ensure long-term functional and organizational resilience. 

Such a policy must be approved at the level of the governing body of the responsible organization or 

enterprise that deploys or uses the AI system[125]. 

The risk management policy necessarily covers [126]: 

− systematic identification of potential technical risks (system failure, computer failures, incorrect 

training), legal risks (human rights violations, discrimination, unauthorized use of personal data), social 

risks (manipulation, reduced trust in public institutions, information distortions), as well as other risks 

identified by the authorized body; 

− clearly defined procedures for preventing, detecting, responding to and eliminating incidents, in 

particular, algorithms of actions when detecting dangerous behaviour of the system, crisis response 

protocols, internal notification schemes and the involvement of external experts, including government 

agencies and accredited independent organizations; 

− identification of responsible persons, departments or external partners authorized to carry out 

continuous security monitoring and responsible for each stage of the life cycle of the AI system — from 

development to decommissioning; 

− Integrated measures to increase the system's resilience to failures, including multi-level 

redundancy, functional decomposition of components, limiting the level of autonomy of solutions, the use 
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of timeouts, tools for forced shutdowns, as well as periodic rotation of key modules in order to identify 

vulnerabilities. 

9.5 In case of high-risk systems or their use in critical infrastructure, the provider (system developer 

or operator) is obliged to provide a full package of documentation confirming the compliance of the system 

with  established national and international standards of security, reliability, controllability and ethical 

requirements. Such a requirement is mandatory before putting the system into operation and is subject to 

periodic updating based on the results of monitoring and auditing [127]. 

This package must include [128]: 

− a certificate of conformity issued by an institution accredited in accordance with the established 

procedure, confirming the compliance of the system with the requirements of national standards or 

international safety protocols (ISO/IEC 23894, NIST AI RMF, OECD AI Principles or other standards 

recognized by the authorized body), with the obligatory indication of the level of risk and scope of 

application; 

− an independent external audit report covering technical aspects (vulnerabilities, stability, disaster 

termination), organizational procedures (monitoring, access, conflict management), as well as legal and 

ethical risks (discrimination, privacy violations, transparency of decisions); 

− a comprehensive register and report of all technical incidents, failures, deviations, machine learning 

errors, incidents of unexpected behaviour, or any issues recorded during development, testing, beta, or pre-

implementation of the system; 

− An architectural justification of the adopted technical solutions, containing a description of the 

overall architecture of the system, autonomy levels, human-in-the-loop procedures, human intervention 

modules, control channels, protocols for recording system actions, risk assessment criteria, fault 

containment measures, limitations of interaction with other digital systems, and potential impact on critical 

infrastructure components. 

9.6 In case of detection of systems artificial intelligence, which exhibit unreliable, unstable or 

potentially dangerous behaviour, such a system is subject to immediate suspension, blocking, isolation or 

withdrawal from public access. The grounds for the application of such measures are: violation of security 

or reliability requirements, presence of critical technical vulnerabilities, destructive behaviour due to 

failure, detected human rights violations, significant decrease in the level of user trust (confirmed 

monitoring results), the risk of causing significant harm to life, health or fundamental human rights, as well 

as other cases determined by the authorized body [129]. 

The decision to stop operation or block the system can be made: 

an ethics, security or digital regulatory authority; 

by the National Cybersecurity Centre or the State Security Service — in cases of threats to critical 

infrastructure, defence or national security; 

by a judicial body — at the request of a state body or upon a complaint by a user, an injured person 

or a public organization. 

The decision to block should be transparent, reasoned and include the terms of isolation, the 

conditions for re-admission of the system to operation (re-entry protocol), a list of detected violations and 

a step-by-step plan for eliminating deficiencies. 

The authorized body ensures the maintenance of a public register of such decisions, indicating the 

grounds, date of adoption, status of the system and the results of the re-audit, while restricting access to 

technical details that can be used by attackers. 

9.7 Government of the State, upon the submission of the authorized bodies, approves the list of 

minimum requirements for the safety and reliability of systems АІ, criteria for assessing their compliance, 

as well as procedures for accreditation of bodies carrying out audits and maintaining the state register of 

certificates of conformity. 
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CHAPTER 10. PRINCIPLES OF FAIRNESS AND NON-DISCRIMINATION IN 

ARTIFICIAL INTELLIGENCE SYSTEMS 
Equity in AI systems involves the responsibilities of developers, suppliers, operators, and users to 

prevent structural biases in training data, algorithms, and decision logic, ensure equitable and non-

discriminatory access to technology, and eliminate any form of unfair impact on certain groups of 

individuals. AI systems should not create or reinforce discriminatory practices, marginalization, or 

exclusion of vulnerable populations. 

It is prohibited to use any AI systems that directly or indirectly lead to discrimination, unequal 

treatment or violation of the dignity of a person. This applies to automated and semi-automated solutions 

in the fields of education, healthcare, employment, finance, justice, social security and other areas of public 

importance. It is prohibited to use models that form segregated or biased digital profiles, scoring systems 

or "black lists" that negatively affect the social, legal or economic rights of a person. 

Developers, vendors, and users of AI systems are required to implement equity policies that include 

auditing training data, applying rebalancing techniques, using models that can mitigate bias risks, and 

continuously monitoring neutrality across social, demographic, cultural, and regional lines. Technical 

mechanisms for identifying and correcting discriminatory decisions should be created, as well as the user's 

right to review, explain and appeal the results of AI's work should be ensured. 

The AI Ethics Authority carries out permanent, independent interdisciplinary monitoring of 

algorithmic discrimination, maintains a public register of complaints, analyses the impact of systems on 

demographic groups, initiates technical and legal inspections, has the authority to suspend the functioning 

of suspicious systems, and provides mechanisms for restoring the rights of persons affected by 

discriminatory decisions. 

The Authorized Body in the field of AI approves and implements fairness audit methodologies focused 

on identifying signs of discrimination, algorithmic asymmetry or excessive differentiation, considering 

international standards of the EU, OECD and UNESCO. 

Violation of the principles of fairness and non-discrimination entails the suspension of the 

functioning of the system, administrative or civil liability, the obligation to eliminate discriminatory 

consequences, as well as other measures provided for by law. Systematic violation may be the basis for a 

judicial ban on the use of the AI system in certain areas. 

10.1 Justice In AI systems, it involves not only formal adherence to the principle of equality, but 

also active opposition to structural biases that may be implicitly embedded in algorithms, training data, or 

decision-making logic. This concept covers the obligation of developers, operators and users of such 

systems to identify and correct any form of disproportionate, unfair or unethical influence on certain groups 

of persons. 

The principle of fairness in the application of AI systems [130, 131] includes: 

- ensuring equal and non-discriminatory access to AI systems without restrictions on social or 

demographic criteria [132]; 

- prevention of automated discrimination, marginalization or exclusion (stigmatization) of 

representatives of minorities or vulnerable groups [133]; 

- mandatory testing of algorithms for hidden bias, feedback loops, and excessive reliance on 

historical data that can be distorted [134]; 

- assessment of the fairness of AI decisions, considering the social, cultural, legal and economic 

context of their application; 

creation of mechanisms of legal protection and social recovery in case of injustice due to the 

functioning of the system. 

10.2 The use of artificial intelligence systems that directly or indirectly lead to discrimination, 

unequal treatment or violation of the dignity of a person is prohibited. The ban applies to both automated 

decisions and decision support systems in the fields of education, labour, service delivery, healthcare, 

finance, housing, justice, law enforcement, and social security. 
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In this Act, discrimination is considered to be any restriction or advantage in the treatment, 

classification, access to services or rights on the grounds of race, colour, ethnic or social origin, language, 

religion, sex, gender identity, sexual orientation, age, disability, marital status, citizenship, political opinion, 

refugee or internally displaced person status, place of residence, economic status, education or other 

characteristics determined by international and national law. Right. 

It is prohibited to use machine learning models that lead to segregation, exclusion, digital blacklists, 

biased individual risk ratings or opaque scoring that harm a person or group of persons in social, legal or 

economic dimensions. 

10.3 Developers, vendors, and users of AI systems have a shared responsibility for preventing, 

detecting, and eliminating discriminatory bias at all stages of the system's lifecycle—from data collection 

and model construction to implementation, use, update, and decommissioning. They are required to 

implement comprehensive policies and equity procedures that include: 

− carrying out mandatory preliminary audit of training data to identify structural or contextual bias 

that may arise from historical, geographical, socio-cultural or gender characteristics of sources [135]; 

− application of methods for equalizing imbalances in data (rebalancing), including oversampling, 

under sampling, synthetically balanced datasets, as well as the use of fairness-aware machine learning 

models; 

− ensuring the absence of direct or indirect discriminatory influences on protected grounds (gender, 

ethnicity, age, religion, language, socio-economic status, regional origin, etc.) with constant verification of 

the results [136]; 

creation of functional mechanisms for automated detection and signalling of discriminatory 

decisions, ensuring the right of the user or human operator to initiate their review; 

- providing users with understandable information about potential risks of bias, training criteria for 

the system, possible consequences of discriminatory decisions and available procedures for appealing them 

[137]; 

- documenting all changes to models and algorithms aimed at eliminating discriminatory 

manifestations or correcting biased results, with a mandatory audit of the impact of such changes on the 

quality and fairness of the system. 

10.4 The Authorized Body for Ethics of Artificial Intelligence is obliged to ensure comprehensive 

and independent monitoring of algorithmic discrimination that may arise as a result of the functioning of 

AI systems in various spheres of public life. Monitoring should be carried out on a regular and cross-sectoral 

basis using evidence-based methods of data analysis and with the mandatory involvement of experts in the 

field of law, sociology, computer science and human rights. 

The functions of the Authorized Body include: 

- creation and maintenance of a centralized public register of complaints about discrimination, with 

the possibility of filing appeals by citizens, non-governmental organizations (NGOs), media or international 

institutions [138]; 

- conducting regular analysis of the impact of algorithmic systems on different demographic groups 

of the population, using indicators of social vulnerability, geographical disproportion and modelling of 

discriminatory scenarios based on real cases [139]; 

- initiating inspections, technical audits and legal investigations, as well as temporarily suspending 

the use of AI systems suspected of discriminatory behaviour, with the right to publicly disclose the results 

of such inspections [140]; 

- ensuring effective mechanisms for restoring the violated rights of persons affected by unfair or 

discriminatory decisions of AI systems, including the provision of legal aid, compensation for damages, 

restoration of rights, and cancellation or revision of automated digital solutions [141]; 

- introduction of mandatory public reporting on all cases of recorded algorithmic discrimination, 

with recommendations for the elimination of repeated violations and revision of fairness policies at the 

national level [142]. 
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10.5 The authorized public authority ensures the development and implementation of special 

methodologies for auditing the fairness of AI systems. Such audits include regular tests for non-

discrimination, detection of algorithmic asymmetry and disproportionate impact on certain groups of 

individuals. Audit methodologies are formed considering international practices and standards of the 

European Union, OECD and UNESCO, and the results of audits are subject to public disclosure in 

accordance with the established procedure. 

10.6 Detection of a violation of the principles of fairness and non-discrimination in the functioning 

of the artificial intelligence system is the basis for the immediate suspension of its work. Responsible 

persons are subject to administrative or civil liability. In addition, they are obliged to publicly apologize to 

the affected persons and ensure that the discriminatory consequences are addressed through the restoration 

of violated rights, compensation for damages or other appropriate measures. 
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CHAPTER 11. THE PRINCIPLE OF CONFIDENTIALITY AND PROTECTION OF 

PERSONAL DATA IN ARTIFICIAL INTELLIGENCE SYSTEMS 
All artificial intelligence systems that process personal data or other information that directly or 

indirectly identifies an individual are required to strictly comply with the requirements of confidentiality, 

integrity, availability and security of data. The processing of such information is carried out in accordance 

with the legislation of the State, the EU General Data Protection Regulation (GDPR), the Council of 

Europe Recommendations and international standards in the field of privacy. 

Any unauthorized access to personal data, including intra-organizational access without proper 

legal grounds, is prohibited. The use of the data must be purposeful, limited to a specific and legitimate 

purpose and meet the reasonable expectations of the data subject as defined by the law and the terms of 

consent. AI system operators are obliged to ensure the protection of data at all stages of their processing 

by implementing appropriate technical and organizational measures, including monitoring and auditing. 

Providers and developers of AI systems are required to implement the principles of privacy by design 

and privacy by default, apply appropriate technical and organizational measures, including encryption, 

anonymization, pseudonymization, access control mechanisms and auditing of data actions, as well as 

guarantee the implementation of the rights of the data subject, including the right to erasure (right to be 

forgotten) and the right to appeal automated decisions. In the event of security incidents, the system 

operator shall immediately, but not later than within the period specified by law, notify the authorized body 

and interested parties of the nature and consequences of such a breach. 

Processing of personal data without proper legal basis, non-transparent or mass identification or 

tracking of persons, creation of behavioural profiles, cross-border data transfer without proper legal 

support, as well as re-identification (de-anonymization) of anonymized data without legal grounds are 

prohibited. It is also prohibited to use personal data for commercial purposes (including for sale, 

advertising, targeted marketing or profiling) or for the purpose of influence that restricts or distorts the 

user's freedom of choice, without the user's explicit and informed consent. 

Control over compliance with the principles of confidentiality in AI systems is carried out by the 

authorized body by conducting inspections, audits, issuing mandatory orders, applying administrative and 

financial sanctions, as well as temporarily suspending or restricting data processing. The authorized body 

is obliged to inform the public about significant violations by publishing official notices and annual reports. 

In case of systematic or particularly serious violations, the authorized body has the right to apply to 

the court with a demand for a complete ban on the operation of the relevant system or the establishment of 

restrictions on its functioning. 

Violation of the requirements for the protection of personal data, in particular failure to comply with 

consent procedures, failure to comply with security requirements, refusal to exercise the rights of the data 

subject or unlawful use of data in high-risk areas, entails administrative, civil or criminal liability in the 

manner provided for by the legislation of the State, as well as the obligation to compensate for the damage 

caused to the data subject. 

11.1 All artificial intelligence systems that process personal data or other information that directly or 

indirectly identifies an individual are required to ensure compliance with the principles of confidentiality, 

integrity, availability and security of data. Such systems must implement appropriate legal, technical and 

organizational measures in accordance with the legislation of the State, the EU General Data Protection 

Regulation (GDPR), the Council of Europe Recommendations, as well as international standards, in particular 

ISO/IEC 27701 and the NIST Privacy Framework, to the extent that it does not contradict national law. 

The principle of confidentiality is implemented through compliance with the following requirements: 

prevention of any unauthorized access to personal data, including intra-organizational, beyond the 

limits of official necessity [143, 144]; 

a clear, specific, lawful and transparent definition of the purpose of the processing of personal data, 

prohibiting their use outside this purpose [145]; 
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limiting the amount of personal data (data minimization) in accordance with the specific and 

legitimate purpose of processing [146]; 

processing personal data in a way that meets the legitimate and reasonable expectations of the data 

subject, while respecting his/her privacy and dignity; 

The System Operator is obliged to ensure that all algorithmic processes in which personal data are 

used are carried out in compliance with appropriate technical and organizational mechanisms for the 

protection, monitoring and audit of confidentiality [147]. 

11.2 Personal data cannot be used for training, improvement, validation or testing of AI models 

without a clearly defined and properly documented legal basis that complies with the principles of legality, 

good faith and transparency established by the legislation of the State and international standards. Such a 

legal basis is, in particular: 

obtaining informed, voluntary, unambiguous, explicit and properly documented consent of the 

personal data subject with a clear explanation of the purposes, terms, scope and possible consequences of 

the processing; 

other forms of legitimate interest defined by law, subject to a Data Protection Impact Assessment, 

which confirms that such interests do not violate the rights and freedoms of the data subject; 

use of data in an impersonal (anonymized or non-personalized) form, provided that it is impossible 

to restore the identity of the person; 

the presence of a special regulatory act that directly allows the training of AI systems based on certain 

categories of data (for example, in the field of healthcare, education, public administration) and defines the 

procedures for control and supervision of such processing. 

Any use of personal data without proper legal grounds, as well as in a way that does not comply with 

the principles of legality, good faith, transparency and proportionality, is considered illegal processing of 

personal data and entails administrative, civil or criminal liability in accordance with the procedure 

established by law. 

11.3 Developers and suppliers of AI systems are obliged to ensure comprehensive technical, 

organizational and legal protection of personal data processed in their systems, in compliance with the 

principles of confidentiality, responsibility, transparency and control by data subjects. In particular, they 

are obliged to: 

implement a system architecture that implements the principles of privacy protection from the design 

stage (Privacy by Design) and by default (Privacy by Default), by defining the proportional and minimum 

required amount of data to be processed, limiting access at all levels and preventing excessive aggregation 

of information [148]; 

ensure the use of modern methods of end-to-end encryption, reliable anonymization or 

pseudonymization of data, taking into account the risks of re-identification and other forms of 

deanonymization; 

create an effective system of logging access to data with detailed records of the subject of access, 

purpose of use, time, scope and legal basis of access, ensuring the protection of logs from unauthorized 

modification and the possibility of independent audit; 

guarantee the implementation of the full range of rights of the data subject: the right to information, 

access, rectification, deletion (right to be forgotten), restriction of processing, objection to processing, data 

portability, as well as the right to review and appeal against automated decisions; 

immediately, but no later than within the time limits specified by law, inform the authorized 

authorities and relevant persons about any data breaches, providing information about the scope and nature 

of the incident, possible consequences, risks and measures taken to eliminate them and prevent their 

recurrence. 

 

 

 

 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

45 
 

11.4 Prohibited: 

− processing of personal data in AI systems without a clearly defined and transparently declared 

purpose, proper legal basis, a defined storage period and clearly established rules for their use, transfer, 

updating and destruction [149]; 

− the use of AI systems for mass or covert surveillance, systematic identification of persons, facial 

recognition, behavioural profiling, risk forecasting or the formation of social scoring is prohibited, except 

in cases expressly and unambiguously provided for by a special law, confirmed by a court decision or a 

justified and proven state necessity, carried out in accordance with the principles of proportionality and 

legality and under the control of an authorized body [150]; 

− any attempts to de-anonymize or re-identify a person from previously anonymized or 

pseudonymized data without a direct legal basis and permission of the authorized body [151]; 

− automated transfer of personal or sensitive data outside the State without duly concluded 

contracts, cross-border processing agreements or adequate safeguards that are not lower than the 

requirements of the legislation of the State and the European Union; 

− the use of personal data for non-transparent commercialization, manipulative influence, targeted 

advertising or the creation of personalized information flows without the explicit and clearly recorded 

consent of the user. 

11.5 The Authorized Body for Personal Data Protection carries out permanent, independent and 

interdisciplinary and evidence-based control over compliance with the principles of confidentiality in 

artificial intelligence systems operating in the territory of the State or processing data of citizens of the State 

[152, 153] regardless of their location. Such control is carried out within the limits of the powers determined 

by law and includes: 

− conducting scheduled and unscheduled inspections of technical, organizational and legal aspects 

of the functioning of AI systems, in particular the processes of collection, storage, transformation, use, 

transfer and deletion (destruction) of personal data; 

− mandatory initiation of an audit of high-risk systems by independent accredited structures that 

have state-confirmed technical, legal and ethical competence; 

− issuance of orders to eliminate the identified violations with the determination of specific 

measures and terms of their implementation, mandatory for the addressee; 

− application of administrative sanctions, including fines, official warnings, temporary restrictions 

on access to databases or infrastructure, suspension or complete suspension of the processing of personal 

data until the violations are completely eliminated; 

− mandatory informing the public about the results of inspections and audits, in cases where the 

detected violations were of a significant public or security nature, in compliance with the principle of 

proportionality and balance between the public interest and the rights of data subjects. 

In case of systematic or particularly serious violations, the authorized body has the right to apply to 

the court with a demand to prohibit the operation of the relevant AI system or impose restrictions on its use 

in certain areas (in particular, public administration, finance, education, healthcare). 

11.6 Violation of the principles of confidentiality and protection of personal data [154] in the context 

of the functioning of artificial intelligence systems, including, but not limited to, the unlawful collection, 

storage, use, transfer or disclosure of personal data, entails bringing responsible persons to administrative, 

civil or criminal liability in accordance with the procedure established by the legislation of the State. 

The types of violations include: 

− intentional violation or gross negligence in the implementation of security measures, which led 

to leakage or unauthorized access to personal data; 

− failure to comply with the procedure for obtaining the consent of the data subject or falsification 

of the legal basis for data processing; 

− processing of personal data without conducting a mandatory Data Protection Impact Assessment 

or contrary to its results; 
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− the use of AI systems that violate confidentiality requirements in areas with a high level of risk to 

human rights and freedoms (in particular, in the field of healthcare, education, public administration, 

finance); 

− refusal to provide the data subject with access to his/her information or failure to comply with a 

request for rectification, deletion, restriction of processing or transfer of data. 

In case of detection of such violations, the authorized bodies are obliged to initiate an appropriate 

investigation, record the fact of the offense and apply sanctions, in accordance with the national codified 

acts of the State (in particular in the areas of civil, criminal, administrative law and personal data protection), 

and in common law jurisdictions — in the relevant statutes and judicial precedents. 
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CHAPTER 12. THE PRINCIPLE OF TRANSPARENCY 
In the field of development, implementation, operation, control and monitoring of artificial 

intelligence systems, entities are obliged to ensure the transparency of the relevant processes. Transparency 

implies accessibility, explainability, openness and clarity of information about the system architecture, 

algorithmic logic, data sources, decision-making methods, level of autonomy, risks and consequences of 

application. 

The principle of transparency applies at all stages of the life cycle of an artificial intelligence system. 

The use of the system without notifying the user, without explaining the mechanisms of operation, without 

the possibility of verifying, appealing or reviewing the results is a violation of the requirements of this Law. 

In the case of using high-risk AI systems, entities are obliged to: publish a system passport indicating its 

technical characteristics, goals, limitations and risks; ensure the maintenance of an open register of such 

systems; record changes, incidents, and decisions in the appropriate log; appoint an official responsible for 

transparency and ethics; initiate public discussion in case of implementation in high-risk areas. 

The information disclosed in accordance with the principle of transparency should be adapted to the 

target audience, including considering digital literacy, social context and the legal status of the addressee. 

It is presented in an accessible, understandable and inclusive format, with the possibility of multimodal 

presentation. 

The principle of transparency is mandatory for AI systems, regardless of ownership, source of 

funding, technical architecture, or jurisdiction of creation, if the results of their activities have legal or 

factual consequences for individuals or legal entities, in the areas of public administration, medicine, 

education, justice, security, migration, finance or social security. 

Violation of the principle of transparency entails administrative, disciplinary, financial or civil 

liability. Until the violation is eliminated, the authorized body has the right to suspend the functioning of 

the system or restrict its use. In case of a systemic or intentional violation, the system is withdrawn from 

circulation, recognized as dangerous and subject to a ban on use in critical areas. 

Control over compliance with the principle of transparency is carried out by the authorized body 

through audits, inspections and, if necessary, applying to the court with a demand to restrict or terminate 

the activities of the relevant artificial intelligence system. 

12.1 The principle of transparency in the field of artificial intelligence systems provides for the 

obligation of all entities involved in the development, implementation and operation of such systems to 

ensure openness, explainability, clarity and availability of information on the technical structure, logic of 

algorithms, development goals, decision-making methods, levels of autonomy, probable errors, potential 

risks, expected social and legal consequences of the use of AI systems [155]. 

This principle applies to the entire life cycle of AI systems — from training to decision-making and 

their subsequent monitoring. The information should be accessible not only to technical specialists, but also 

to end users, persons affected by AI decisions, public authorities and oversight, researchers, human rights 

institutions and the media [156].  

Transparency includes: 

description of the processes by which recommendations or decisions are formed; 

explanation of cases and parameters in which the system may make errors or false results; 

availability of mechanisms for control, verification, moderation and appeal of decisions. 

Systems that do not provide transparency are considered potentially dangerous and are subject to 

enhanced regulation or temporary suspension or restriction of operation in accordance with the provisions 

of this Law. 

Transparency covers the following aspects: 

notifying the user about the use of the AI system before interacting with it, including appropriate 

labelling (for example, "this content is generated by AI" or "decisions are made automatically"); 

justification of decisions made by AI, in the form of an understandable explanation of the logic of 

the algorithms' functioning, indicating key variables, factors, sources of influence, data sets used, weighting 

factors (if possible), as well as information about the level of accuracy and the probability of errors; 
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documentation of all parameters of model training, its technical architecture, adaptation and change 

processes, in particular changes in the logic of decision-making after additional training (fine-tuning); 

open access to policies and protocols for risk assessment, ethical testing, human rights impacts, and 

incident response mechanisms (including reporting of malfunctions, unforeseen behaviour, or ethical 

violations); 

availability of information about user rights, including:  

• the right to appeal;  

• the right to request human intervention; 

• the right to an alternative assessment;  

• the right to restriction of data processing;  

• the right to delete the results;  

the right to protection from discriminatory decisions. 

12.2 For high-risk systems, transparency implies additional, more stringent requirements in view 

of their potential impact on human rights, security, economic stability, the political system, or the 

environment[157, 158]. Such requirements are:  

mandatory publication of the AI System Card, which contains information about the purposes of 

application, scope, sources and formats of training data, description of algorithms, level of autonomy, 

interaction interfaces, test methods used, limitations, potential risks, as well as data on the developer, 

customer and certification of conformity;  

maintaining a state or departmental register of high-risk systems with open access, including data on 

the right holder or operator, history of changes, audit results, complaints, cases of suspension or termination 

of use;  

mandatory updating of information about any changes in the system, including modification of 

models, expansion of functionality, change of data sources, emergence of new risks or areas of application, 

indicating their impact on the results;  

maintaining and storing system decision logs (decision logs) in a secure form throughout the entire 

life cycle with the ability to check, audit, retrospectively analyse and record atypical or erroneous 

behaviour;  

appointment of an authorized official (transparency and ethics officer) responsible for regular 

monitoring of the system's compliance with the principles of transparency and explainability;  

conducting public discussions and consultations on the feasibility of using a specific AI system in 

high-risk areas (e.g., education, healthcare, justice, law enforcement). 

12.3 Information provided within the framework of the principle of transparency should be adapted 

to a specific target audience — end users, authorities, human rights defenders, journalists, technical 

specialists and other interested actors — considering their level of digital literacy, expectations, legal status 

and social context [159].  

The information must be submitted in a form that complies with the following principles:  

accessibility — simple and intuitive access to information without the need for specialized technical 

knowledge; 

linguistic clarity — the use of the state language, avoiding excessive terminology, explaining key 

concepts through examples; 

visual explainability — the use of infographics, diagrams, icons, step-by-step instructions; 

inclusiveness — considering the needs of people with disabilities and other users with perceptual 

disabilities (visual impairment, hearing, cognitive disabilities); 

multimodality — simultaneous presentation of data in text, audio and visual formats. 

AI system operators are obliged to provide this data in an adapted form not only upon request, but 

also in an open and standardized mode, which allows the user to familiarize themselves with the information 

in advance before interacting with the system. 

The principle of transparency applies to both public and private AI systems, regardless of ownership, 

source of funding, or technical architecture [160] and is mandatory in the following cases: 
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making decisions that have legal or significant factual consequences for a person, in particular 

regarding access to education, employment, medical services, social benefits, the granting of licenses, court 

decisions or police intervention; 

use in judicial, administrative, medical, educational, social, migration, financial, criminal or security 

spheres, where the consequences of the application of automated decisions may affect the dignity, well-

being or rights of a person; 

conducting investigations, auditing, controlling, supervising or evaluating the behavior of individuals 

or legal entities, including through forecasting, classification, scoring or monitoring. 

In these cases, operators are obliged to: 

to ensure documentary recording of the algorithmic logic of decision-making, as well as access to 

the justification of the result, data on its accuracy and associated risks; 

inform the subject in respect of which a decision has been made about the right to appeal to a person, 

file an appeal, express objections or request a review; 

provide a clear description of the functioning of the system, its data sources, evaluation criteria and 

determination of legal responsibility for errors. 

Violation of the principle of transparency constitutes a significant violation of this Law and entails 

the following consequences: 

imposition of administrative, financial or disciplinary sanctions on the system operator and/or 

responsible officials; 

suspension or restriction of the AI system until all detected violations of the transparency principle 

are eliminated; 

the obligation to publish a public explanation of the nature of the detected violations, the causes of 

their occurrence, measures to eliminate them, as well as information about the introduced changes in the 

functioning of the system; 

in case of a systemic or deliberate violation — temporary or permanent withdrawal of the system 

from circulation, its inclusion in the list of dangerous technologies, prohibition of operation in areas 

classified as critical. 

Control over compliance with the principle of transparency is carried out by an authorized body that 

has the right to conduct audits, inspections and apply to the court with a demand to limit or terminate the 

activities of the relevant AI system. 
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CHAPTER 13. THE PRINCIPLE OF ACCOUNTABILITY 
The principle of accountability provides that all entities involved in the design, development, 

implementation, supply, use, maintenance or control of artificial intelligence systems are required to bear 
legal responsibility, technical, organizational, financial and ethical responsibility for the compliance of 
these systems with national legislation, international obligations, industry standards and principles of 
human rights protection. 

This includes legal responsibility for the consequences of the system, clarity and transparency of the 
chain of responsibility between all participants in the life cycle, access to appeal, compensation and review 
mechanisms, as well as a policy of escalation of responsibility in case of delegation of authority to 
autonomous systems. Accountability is an essential condition for the legitimate application of AI and cannot 
be transferred to a machine or algorithm. 

For each AI system, an operator must be determined — an individual or legal entity who is personally 
responsible for the system's compliance with the law, its safe operation, the appointment of responsible 
persons, providing access to technical information to state authorities, and communication with users in 
case of complaints or violations. The operator must be identified in all documents, contracts and product 
labelling. 

Accountability includes a set of measures to prevent and respond to violations: documenting 
decisions and algorithms; appointing responsible persons, including a Data Protection Officer and an AI 
Governance Officer; conducting internal and external audits; the creation of response channels, including 
a hotline and a crisis group; implementation of internal liability policies and backup scenarios in case of 
failures or loss of control. 

In case of violation of the principle of accountability, the controlling entity is responsible for the 
consequences, regardless of the source of the error. It can be administrative, civil, disciplinary or criminal 
liability. If the damage is caused to vulnerable groups or in sensitive areas, the liability is aggravating and 
provides for public redress measures. 

The state is obliged to ensure the creation and functioning of an institutional accountability 
infrastructure, including government agencies, the national ethics council, an open register of high-risk 
systems, public complaint platforms, expert certification programs, regional centres at higher education 
institutions. Their financing is carried out at the expense of the state budget and international assistance, 
and the activities must be transparent, controlled by the parliament and open to public oversight. 

The principle of accountability assumes that all actors [161], involved in the design, development, 
implementation, supply, use, maintenance, or control of AI systems [162], are obliged to bear legal, technical, 
organizational, financial and ethical responsibility for the compliance of these systems with national 
legislation, international obligations, industry standards, principles of integrity, innovative security and 
protection of human rights and freedoms [163]. This includes: 

liability for results that have legal, social or physical consequences for users or third parties [164]; 
clarity and transparency of the chain of responsibility between the developer, operator, user and 

supervisory authority and other participants determined by law [165]; 
providing access to mechanisms for appealing, indemnifying and reviewing automated decisions; 
the obligation to introduce a mechanism for escalating responsibility in cases where decision-making 

is delegated to autonomous systems. 
Accountability is an essential condition for the legitimate application of AI in the public and private 

sectors and cannot be transferred or delegated solely to a machine or algorithm. 
13.1 For each artificial intelligence system, an operator must be determined — a legal entity, an 

individual entrepreneur or an individual acting in a special status provided for by law (for example, within 
the framework of an experimental legal regime), which is an officially registered business entity or has the 
technical and legal capacity to independently fulfil the obligations provided for by this Law. 

Such an operator is personally responsible for: 
compliance of the functioning of the AI system with the requirements of the legislation of the State 

and international standards; 
ensuring the supervision of the system at all stages of its life cycle — from the stage of training to 

the stage of use and decommissioning; 
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appointment of responsible officials authorized to carry out control, monitoring, audit, response and 
reporting; 

keeping records and documenting changes, incidents and updates of the AI system; 
providing access to technical and organizational information about the AI system for authorized state 

bodies, inspectors or auditors; 
organization of communication with users, data subjects, and other parties affected by AI activities 

in case of complaints, risks, or violations. 
The operator must be identified in all official registers, contracts, technical documentation and 

product labelling. In the case of distributed responsibility, the operator ensures a clear consolidation of 
authority between all subjects of the supply chain or operation of the AI system. 

13.2 Accountability includes a set of measures aimed at preventing violations, prompt response and 
protecting users' rights in case of risks or failures in the operation of AI systems [166, 167]: 

recording and documenting all decisions, algorithmic scenarios, training datasets, action logs and 
changes related to the functioning of AI in order to ensure evidence, verification and audit [168]; 

appointing responsible persons (Data Protection Officer, AI Governance Officer, Ethics Officer) who 
have sufficient autonomy, authority, access to information, and financial resources to influence the life 
cycle of the AI system, with regular reporting to senior management; 

conducting internal audits at least once a year, and external audits with the participation of 
independent certified experts at least once every two years, with mandatory publication of the results in the 
public domain in cases where the system is recognized as having a socially significant impact; 

creation of rapid response mechanisms, including a hotline, a crisis response team, protocols for 
automatic suspension of the AI system in case of a violation, tools for cancelling or reviewing decisions 
that have legal consequences; 

implementing internal liability policies that determine the degree of personal and corporate 
responsibility of each unit for certain AI functions, and creating fallback procedures in case of failure, 
unexpected behaviour, or loss of control over the system. 

13.3 In the event of a violation of the principle of accountability, including failure to comply with 
the requirements of transparency, confidentiality, due diligence or ethical testing, the entity exercising 
control over the AI system is legally responsible regardless of the source of the error, including human 
error, technical failure, imperfect model training, external interference or loss of control over the system. 

Legal liability may arise in the form of administrative, civil, disciplinary or criminal liability — 
depending on the degree of violation, the consequences caused, and the legal status of persons affected by 
the decisions or actions of such a system. 

In cases of significant damage (physical, moral, reputational, economic) caused to vulnerable groups 
of the population or in areas of special regulation (medicine, justice, national security, personal data 
protection), liability is qualified as aggravating and entails the obligation of the operator or owner of the AI 
system to take public measures to compensate for the damage and guarantees to prevent recurrence. 

13.4 The state ensures the creation of an independent, multi-level institutional infrastructure 
designed to monitor, verify, certify, audit, and ensure the accountability of artificial intelligence systems. 
Such infrastructure includes: 

central executive bodies or specialized state agencies with powers of a supervisory, permitting, 
control and analytical nature; 

the National Council on Ethics and Accountability in the Field of Artificial Intelligence, which 
includes representatives of civil society, academia, business, media and human rights organizations; 

a register of high-risk AI systems with open access to basic information, mandatory entry of data on 
operators and the results of independent audits; 

public platforms for filing complaints, applications and requests about violations of the principle of 
accountability, followed by a mandatory response of the authorities; 

certification and training programs for independent experts and AI accountability officers; 
regional centres for ethical control operating at higher education institutions and scientific institutions. 
Financing of this infrastructure is carried out at the expense of the State Budget of the State and 

international technical assistance. The activities of institutions should be transparent, impartial, controlled 
by the parliament through the relevant committee on digital transformation, and open to public oversight. 
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CHAPTER 14. PRECAUTIONARY PRINCIPLE 
In development, implementation and operation of artificial intelligence systems, the precautionary 

principle is applied, which provides for mandatory preventive assessment, prevention and minimization of 

risks that may pose a threat to life, health, human rights, environment, public security, economic stability, 

functioning of the state, critical infrastructure or national defence. 

This principle applies even in the event of scientific or technical uncertainty about the scale of 

possible consequences. If there are doubts about the safety of scaling or the implementation of AI, it should 

be suspended, postponed, or carried out only under the control of a state or independent authorized body. 

All participants in the life cycle of AI systems are required to implement a risk-based approach, 

conduct human rights impact assessments, refrain from using non-certified systems in sensitive areas, 

provide mechanisms for responding to failures and emergency protocols, and openly declare the limits of 

the use of such systems. The use of systems with a high degree of autonomy without proper supervision is 

unacceptable. 

In case of uncertainty, lack of complete data or conflict of interest, the decision on further use of the 

system is made solely for the purpose of preventing harm. Priority is given to protecting life, the 

environment, democratic institutions, preventing technological escalation and undermining legal certainty. 

The Government of the State ensures the implementation of the national methodology for prudent 

risk management, which is based on international standards (in particular, NIST AI RMF, ISO/IEC 23894, 

OECD, IEEE, as well as recommendations of UNESCO and the Council of Europe), takes into account 

national priorities, market structure and contains risk assessment criteria, response mechanisms, 

indicators, tools for consultation, monitoring and integration with state and international platforms. 

The application of the precautionary principle is mandatory in high-risk areas such as biomedicine, 

autonomous transportation, defence, digital identity, behaviour analytics, e-justice, cybersecurity, 

biometric processing, critical infrastructure management, and information policy. 

Public authorities have the right to temporarily or permanently restrict the functioning of any AI 

system in case of violation of the precautionary principle, if a threat to life, human rights, national security 

is established, or technical malfunctions, inaccurate information or unpredictable autonomous behaviour 

of the system are detected. The ban is applied in accordance with the administrative procedure determined 

by law, and in emergency cases — immediately, with further revision. 

14.1 The precautionary principle in the development, testing, implementation and operation of 

artificial intelligence systems [169] provides for mandatory preventive detection, detailed analysis, 

assessment, as well as prevention and minimization of potential risks, that may cause direct or indirect harm 

to life, health, human rights and freedoms, public security, the environment, economic stability, the 

functioning of state institutions and systems of national defence, critical infrastructure and cybersecurity 

[170, 171]. 

The precautionary principle is activated even in conditions of incomplete scientific, empirical or 

technical knowledge about the nature, probability or scale of possible negative consequences. In case of 

uncertainty or doubts about the security of the AI system, by default, the decision to use, scale or integrate 

it should be made in favor of restraint, postponement or modification under the control of a state or 

independent authority [172, 173]. 

All entities involved in the life cycle of AI systems (developers, integrators, suppliers, operators, 

users, government agencies) are obliged to act in accordance with the precautionary principle by: 

implementation of a risk-based approach at all stages — from initial design, data acquisition and 

testing — to launch, scaling, operation, upgrade, and decommissioning [174]; 

systematic assessment of the potential consequences of the implementation of the system for fundamental 

human rights, public and institutional trust in technology, social justice and the environment [175]; 

prevention of the use of experimental, untested or uncertified AI systems in high-risk areas, 

especially in cases involving vulnerable groups of the population (children, the elderly, people with 

disabilities, prisoners, patients, migrants) [176]; 
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development and implementation of mechanisms for prompt detection, fixation, analysis and 

elimination of critical failures, as well as emergency protocols (automatic blocking, transfer to safe mode, 

notification of responsible persons) with mandatory registration of such incidents in the appropriate log; 

an open declaration of the limits of the use of AI systems, in conditions of limited human control, 

lack of verification of input data, high uncertainty or a high degree of autonomy of the system; 

Human Rights Impact Assessment before each large-scale implementation, as well as after each 

significant update or change in algorithms, documenting and publishing the main findings. 

14.2 In all cases of uncertainty, incompleteness of data or potential conflict of interest regarding the 

safety, legality, legality or ethics of the use of artificial intelligence systems, the final decision on their 

further use, launch, scaling or preservation should be made solely considering the principle of priority 

prevention of harm. 

Priority is given to: 

- protection of human life and health; 

- protection of human rights and freedoms; 

- preservation of ecological balance and the environment; 

- ensuring stability and public trust in the systems of justice, democracy and public administration; 

- preventing the escalation of technological risks beyond the limits of control; 

- avoiding the creation of precedents that jeopardize the legal certainty and ethical responsibility of 

developers and operators. 

In cases of serious uncertainty, the introduction or use of AI should be temporarily suspended until 

scientifically and technically justified confirmation of its safety and compliance with international standards 

is received. 

The Government of the State is obliged to ensure the approval and implementation of a 

comprehensive methodology for the careful management of risks associated with the use of artificial 

intelligence systems. Such a methodology has: 

be based on internationally recognized standards for AI risk management, in particular NIST AI Risk 

Management Framework (RMF), ISO/IEC 23894, OECD AI Principles, IEEE 7000, ISO/IEC 42001 and 

other generally recognized international standards; 

consider national priorities, legal specifics, the level of digital development and the sectoral structure 

of the national market; 

determine risk categories, methods of their quantitative and qualitative assessment, typical scenarios 

of failures and errors, mechanisms for containment, recovery and documentation of violations; 

establish requirements for the annual update of risk profiles for high-risk systems and adaptation of 

policies and procedures to changes in the technological environment; 

contain tools for public consultations, public participation, external peer review, and multi-level 

approval of recommendations;  

provide the possibility of integration with state registers, data exchange platforms and international 

information systems for monitoring and analysis of technological risks. 

14.5. The application of the precautionary principle is mandatory in high-risk areas, i.e. those where 

the impact of decisions or actions of AI systems can cause significant negative consequences for human 

life and health, human rights and freedoms, national security, public order or sustainable development. 

High-risk areas include: 

biomedical systems, including diagnostics, treatment, medical device management, and healthcare 

decision support systems [177]; 

autonomous transportation (cars, drones, rail and sea systems), especially in conditions of mass 

transportation of people or goods of strategic importance; 

development, application, management or control of weapons and means of military influence, 

including autonomous or semi-autonomous AI systems [178]; 

digital identities, authentication, e-voting, and e-certification systems that may affect civil rights and 

individual security [179]; 
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behaviour prediction and social scoring systems (including predictive police analytics, social media 

analysis, behavioural modelling) that may pose risks of discrimination or invasion of privacy; 

digital justice, in particular automated decision-making assistance systems in judicial and 

administrative jurisdictions [180, 181]; 

protection of cybersecurity, including detection, response and counteraction of threats in government 

systems, banking, telecommunications, defence; 

processing of biometric and personal data, including video surveillance, face, voice, emotion or 

fingerprint recognition [182]; 

critical infrastructure management: energy, water supply, telecommunications, environmental 

protection, logistics; 

information policy, including algorithmic content moderation, automated news generation and 

systems for influencing the formation of public opinion [183]. 

14.6. Public authorities that supervise compliance with legislation in the field of artificial intelligence 

have the right, within the limits of their powers, to temporarily suspend, restrict or completely prohibit the 

functioning of any AI system in case of violation of the requirements of the precautionary principle. 

The grounds for such intervention are: 

- real or potential threat to human life or health, fundamental human rights and freedoms or public 

welfare; 

- negative impact on critical infrastructure, information resources of the state or national security; 

- creation of uncontrolled or unpredictable risks caused by autonomous behaviour or lack of effective 

control mechanisms; 

- detection of significant technical malfunctions, use of non-certified components, submission of 

false or false information about the purpose, functionality or characteristics of the system. 

The decision on a temporary or final ban is made in accordance with the established administrative 

procedure, notifying the system operator, indicating the identified risks and setting a deadline for 

eliminating violations. In the event of a threat to life or national security, the ban is applied immediately, 

followed by judicial or administrative review. 
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CHAPTER 15. THE PRINCIPLE OF CONTINUOUS SUPERVISION 
All AI systems, regardless of their scope, level of autonomy, or origin, are subject to continuous, 

systemic, and multi-level monitoring at all stages of the life cycle, from development to decommissioning. 

Such supervision covers the technical, legal, ethical, social and security planes and is carried out in real 

time or according to a certain schedule using automated means and with the involvement of authorized 

persons. 

Entities responsible for AI systems are required to implement procedures for continuous monitoring 

of efficiency, accuracy, compliance of algorithms with stated goals and non-discrimination of results, as 

well as tracking updates, integrations and changes in the logic of systems. For socially significant systems, 

regular audits and publication of their results are mandatory. Notifications of failures, incidents or 

identified risks must be available to internal users of the system and authorized external bodies or 

observers. 

Supervision of high-risk systems is carried out by specialized state bodies in cooperation with 

accredited experts, auditors, representatives of the academic and public sectors. Proactive control tools 

are in place, including audits, stress tests and requests for clarification, as well as response measures, 

including suspension of operation, cancellation or revocation of the certificate of conformity, imposition of 

fines or public investigations. In case of transnational influence, it is planned to inform the partner 

structures of the EU, NATO and relevant international organizations. 

High-risk AI systems are subject to mandatory certification at least every two years, unscheduled 

inspections in case of incidents, reporting on changes in functionality, and mandatory risk reassessment in 

the event of a change in context or scope. 

In case of detection of new risks or anomalies, the operator is obliged to immediately stop the 

operation of the system, initiate a technical and ethical review, notify the authorized authorities, users and 

interested parties, record the incident in the state register and refrain from further application without 

updated certification. Violation of this procedure entails administrative or criminal liability. 

The state creates and maintains a national AI monitoring infrastructure based on openness, 

reliability, international compatibility and transparency. It includes: an incident platform, an audit 

register, a bank of typical failures, a library of risk indicators, and modules for integration with cyber 

defence systems. The infrastructure operates under the control of an independent body overseeing the ethics 

and safety of AI, provided with adequate funding, parliamentary oversight and openness to international 

exchange and independent expertise. 

15.1 The principle of continuous oversight implies that all AI systems, regardless of their scope, 

level of autonomy or origin, are subject to continuous, systemic and multi-level monitoring throughout their 

entire life cycle — from conceptual design, training, testing, deployment, modernization to complete 

decommissioning. 

Monitoring covers: 

- technical control (accuracy, reliability, resistance to errors, deviations and incorrect 

behaviour)[184]; 

- legal control (compliance with the law, ensuring legal access to data, compliance with the 

requirements established by licenses and permits) [185,186]; 

- ethical supervision (detection of discriminatory behaviour, algorithmic bias and assessment of the 

ethical consequences of decisions made) [187]; 

- social supervision (assessment of the impact on public opinion, social groups, labor relations, as 

well as protection of the rights of vulnerable categories of persons) [188,189]; 

- security oversight (risks to state security, defence capability and digital sovereignty) [190]. 

Such supervision is carried out in real time or at a certain frequency, using automated diagnostic 

systems, expert reviews, algorithms for analysing behavioural patterns and early warning systems about 

risks. 
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15.2 Entities responsible for the AI system are obliged to: 

introduce procedures for continuous monitoring of the efficiency, accuracy, reliability and 

compliance of algorithms with stated goals and regulatory requirements; 

provide automated control and documentation of updates, changes in model logic, integration with 

other systems, and maintaining parameter consistency; 

conduct regular (at least once every six months) internal audits and external audits, the results of 

which are subject to mandatory entry into the open register in cases where the system has a socially 

significant impact; 

Establish mechanisms for reporting failures, errors, or threats to the security, functioning, or rights 

of users, which can be initiated by both internal users and external observers. 

15.3 Supervision of high-risk artificial intelligence systems is carried out by specialized state 

bodies, whose competence includes control over digital technologies, national security, human rights 

protection, compliance with digital ethics and the functioning of critical infrastructure. Such supervision is 

carried out in cooperation with authorized independent experts, technical auditors, representatives of the 

academic community, ethical oversight institutions and public organizations that have passed state 

accreditation. 

Supervisory authorities are obliged to apply both proactive control tools (audits, risk assessment, 

stress tests, requests for clarification) and response mechanisms (decision to temporarily suspend operation, 

revoke a certificate, impose a fine, public investigation). In case of detection of violations that may have a 

transnational effect or violate the international obligations of the State, the relevant authorities shall 

immediately notify the partner structures of the EU, NATO or international standard-making organizations. 

High-risk systems are subject to: 

− mandatory institutional certification at least once every two years, which includes technical, legal, 

ethical and security audits; 

− unscheduled inspections in case of user complaints, recorded incidents, threat reports or 

deviations from expected behaviour; 

− mandatory submission of a report on changes in functionality, architecture or decision-making 

logic within 15 calendar days after such changes; 

− periodic reassessment of risks, especially in the event of a change in the context of use, 

introduction of new data or expansion of the scope of application. 

The state is obliged to ensure the transparency of supervisory procedures, the publicity of 

certification conclusions and the involvement of representatives of the public and the scientific community 

in the assessment of particularly sensitive or influential systems. 

15.4 In case of detection of new unforeseen risks, anomalies in the behaviour of the system or 

significant deviations from the declared characteristics, the operator is obliged to: 

− immediately suspend the use of the relevant module, functionality or operation of the entire 

system; 

− initiate a review of the technical, ethical and safety compliance of the system by conducting an 

internal analysis and independent assessment; 

− notify the authorized state authorities in writing (including electronic) and, in case of a high threat, 

inform users and stakeholders about the identified risk; 

− ensure that the incident is recorded in the state register of incidents in the field of security of AI 

systems; 

− refrain from re-putting the system into circulation without updated certification or a positive 

opinion of the competent authority. 

Failure to comply with this procedure is considered as a gross violation that entails administrative, 

and in case of significant damage, criminal liability in accordance with the current legislation. 

15.5 The state ensures the creation and continuous improvement of the national infrastructure for 

analytical monitoring of artificial intelligence, which operates on the principles of openness, reliability, 

transparency, transnational compatibility and compliance with international standards. 
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Such infrastructure includes: 

− a single national platform for recording and analysing incidents with automated triage, impact 

assessment, report generation and follow-up response functions; 

− a state register of audits and certification opinions on high- and medium-risk AI systems, available 

to regulators, scientists, stakeholders and the public; 

− the National Bank of Typical Failures and Anomalies, which contains examples of abnormal 

behavior, the impact of updates, and algorithm conflicts, designed for training, testing, and revisions by 

developers; 

− a library of early warning indicators on risks and threats, based on international experience, 

NATO, EU, ISO/IEC practices; 

− modules for integration with cyber defence platforms, digital forensics, threat registers and cross-

border exchange databases. 

The infrastructure is subordinated to an independent state body or an authorized agency for oversight 

of the ethics and safety of AI, with adequate funding, annual reporting to the parliament and open channels 

for public monitoring. It should be open to international exchange, integrated with standardization systems, 

and able to provide independent peer review and public audit. 
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CHAPTER 16. THE PRINCIPLE OF ETHICAL RESPONSIBILITY 
Ethical responsibility is a fundamental principle of the legal regulation of artificial intelligence in 

the State. It consists in the mandatory integration of moral and philosophical principles, standards of 

integrity, social justice, transparency, inclusiveness, environmental and cultural sensitivity at all stages of 

the life cycle of artificial intelligence systems — from their design and training to post-marketing support 

and completion of use. All persons, institutions, enterprises, organizations and public authorities involved 

in the creation, adaptation, use or regulation of AI systems are obliged to act within the framework of 

ethical requirements, ensuring respect for human dignity, observance of human rights and freedoms, 

avoidance of discrimination, preservation of individual autonomy, predictability of consequences and 

validity of decisions, as well as effective human control at critical stages of the system's functioning. Ethical 

responsibility also encompasses the constant updating of knowledge, critical ethical reflection, openness 

to external ethical auditing, and a willingness to rethink approaches to AI regulation and design in the 

context of their evolution. 

All actors creating, exploiting, or using artificial intelligence systems are required to adhere to 

universal moral and ethical standards, respect the dignity and autonomy of the individual, ensure that harm 

to life, health, honour, freedoms and human rights is not harmed, avoid discriminatory practices, 

manipulation or disproportionate impact on personal freedom of choice, and contribute to increasing 

public trust in technology through transparency and accountability. 

Ethical responsibility covers the following key areas: 

algorithmic design ethics: inclusion of ethical due diligence procedures at the design stage of AI 

systems, with a ban on the implementation of functionality that has discriminatory, manipulative, privacy-

threatening, or socially distorting effects; 

ethics of use: prohibition of the use of AI without the informed consent of a person, use of his/her 

data without proper legal grounds, as well as creation of dependence, exclusion or psychological pressure; 

ethics of consequences: conducting a mandatory analysis of the social, cultural, legal, gender, 

economic and psychological consequences of the use of AI, involving interdisciplinary expertise and 

modelling of potential risks; 

Ethics of interaction: ensuring friendliness, intuitiveness and accessibility, non-discrimination and 

respect for the digital dignity of the user when designing AI interfaces, including the right to refuse 

interaction with algorithmic agents; 

ethics of responsibility: clear legal and organizational consolidation of personal or institutional 

responsibility for decisions made or formed using AI systems, taking into account the role of the developer, 

operator, owner, auditor, user and state customer. 

The state ensures the implementation of ethical standards through the formation of a national ethical 

infrastructure, which includes: the development and approval of the National Code of Ethics for Artificial 

Intelligence; creation of independent ethics councils at regulatory bodies, ministries, defence structures, 

scientific institutions and universities; introduction of mandatory interdisciplinary training courses on 

digital ethics for all categories of participants in the AI life cycle; mandatory certification for ethical 

compliance as a condition for the use of AI in the public, defence and critical infrastructure sectors. 

In case of a gross or systematic violation of ethical standards, in particular the use of AI systems for 

the purpose of spreading propaganda, disinformation, manipulation of consciousness without the informed 

consent of individuals, masking or legitimizing human rights violations, distortion of legal processes or 

encroachment on the principles of human dignity, justice, equality or environmental ethics, such a system 

is subject to temporary withdrawal from circulation and the opening of a public ethical investigation 

procedure. The decision to remove and apply sanctions is made on the basis of the conclusion of the AI 

Ethics Council in coordination with the central executive body for digital policy. 

Based on the results of the investigation, guilty persons are subject to disciplinary, administrative or 

criminal liability depending on the severity of the violation, in particular in cases of interference in 

democratic processes, spreading enmity or creating threats to national security. 
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All AI systems used in the fields of education, justice, healthcare, defence, national security and 

social policy are subject to mandatory ethical assessment at the implementation stage and before 

application. Ethical assessment includes: verification of compliance with the basic ethical principles 

defined in this Code; conducting interdisciplinary expertise with the involvement of representatives of the 

public and specialists in ethics, law, technology and social sciences; risk assessment and identification of 

measures to minimize them with proper justification. 

The results of such an assessment are open, subject to mandatory publication on the official state 

portal on digital policy and are included in the National Register of Ethical Analysis of Artificial 

Intelligence, which provides free access for researchers, educators and the public. 

16.1 Ethical responsibility is a fundamental principle of the legal regulation of artificial intelligence 

in the State and consists of in the integration of moral and philosophical foundations, standards of universal 

integrity, social justice, transparency, inclusiveness, environmental and cultural sensitivity at all stages of 

the life cycle of artificial intelligence systems — from design and training to post-marketing support and 

decommissioning. 

This principle provides that all persons, institutions and public authorities involved in the creation, 

adaptation, use or regulation of AI systems are morally and legally responsible for the compliance of their 

actions with the principles of respect for human dignity, ensuring non-discrimination, autonomy of choice, 

the principle of algorithmic justice, predictability of consequences, reasonableness of decisions, prevention 

of harm to life, health, honour, dignity and human rights,  as well as ensuring an adequate level of human 

control. 

In addition, ethical responsibility involves constant updating of knowledge, ethical reflection, 

openness to external ethical audit, and readiness to critically review and rethink approaches to the 

development and application of AI as an evolutionary technology that directly affects the structure of values 

of society. 

16.2 All entities that create, apply or operate artificial intelligence systems are required to: 

− to adhere to universal moral and ethical standards; 

− to respect the dignity and autonomy of the person; 

− to ensure the prevention of harm to life, health, honour, dignity, freedoms and human rights; 

− avoid discrimination, manipulation and any manipulative or disproportionate impact on freedom 

of personal choice; 

− contribute to strengthening public trust in technology by ensuring transparency and 

accountability. 

Ethical responsibility encompasses a set of principles and areas that determine the moral quality of 

the functioning of artificial intelligence as a socially significant technology. It includes: 

algorithmic design ethics — the introduction of ethical review procedures at the stage of model 

design; inclusion in the terms of reference provisions on the prevention of discriminatory goals, 

manipulative behaviour, violation of privacy or distortion of social reality; 

ethics of use — requires that no AI system be used in a way that forces a person to interact without 

his free, conscious and unambiguously expressed consent; prohibits the use of personal data without the 

legal basis or consent of the subject; and also makes it impossible to create conditions of dependence, 

exclusion or psychological pressure. 

ethics of consequences — provides for a mandatory analysis of the social, cultural, legal, gender, 

economic and psychological consequences of the use of AI systems with risk modelling and the 

involvement of multidisciplinary expertise; 

interaction ethics — requires the design of AI interfaces in such a way that they are friendly, 

understandable, non-discriminatory, respect the digital dignity of the user, do not contain manipulative 

messages, and provide the right to refuse interaction with the algorithmic subject; 

ethics of responsibility — provides for a clear normative definition and consolidation of personal or 

institutional responsibility for decisions made with the participation or influence of AI systems, including 

the developer, operator, owner, auditor, user or government customer. 
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16.3 The state ensures the institutional implementation of ethical standards through the 

development of a system of public ethical infrastructure, which includes: 

development and adoption of the National Code of Ethics for AI, a regulatory document that 

establishes minimum ethical standards, principles of algorithmic integrity, procedures for responding to 

violations and mechanisms of public control; 

creation of independent ethics councils and commissions under regulatory bodies, relevant 

ministries, defence and security agencies, research institutions and higher education institutions. Such 

councils are empowered to carry out an independent assessment, provide advice, investigate violations and 

carry out public examinations; 

introducing mandatory interdisciplinary courses and advanced training programs on digital ethics, 

AI ethics, and responsible algorithmic design for all categories of people involved in the AI lifecycle — 

including programmers, project managers, civil servants, military, educators, doctors, and judges; 

development of procedures for mandatory certification for ethical compliance as a separate criterion 

for allowing the use of the AI system in the state, defence and critical infrastructure sectors. Such 

certification provides for ethical examination, public scrutiny, and a transparent procedure for appealing 

the results of the analysis. 

16.4 In case of gross or systematic violation of ethical standards, including the use of the AI system: 

for the purpose of disseminating propaganda or disinformation materials; as an instrument of manipulative 

influence on the consciousness or behaviour of persons without their knowledge and consent; to conceal 

human rights violations or distort legal processes; in a way that violates the foundations of human dignity, 

justice, equality, or the principles of environmental ethics and sustainable development — such a system is 

subject to mandatory temporary removal from use and access in public space with simultaneous opening 

procedures of public ethical investigation with the participation of representatives of academia, civil 

society, regulatory authorities and international observers. 

In case of a proven violation, responsible individuals or legal entities are subject to prosecution:  

− disciplinary liability in accordance with the internal acts of the institution; 

− administrative liability, in particular in the form of fines and bans on activities; 

− criminal liability, in case of corpus delicti, in particular for spreading hatred, interference in 

democratic processes or undermining national security. 

The decision to apply temporary withdrawal and impose sanctions is made on the basis of the 

conclusion of the AI Ethics Council in coordination with the authorized body for national digital policy. 

16.5 All artificial intelligence systems used in the fields of education, justice, healthcare, defence, 

national security or social policy are subject to mandatory prior ethical assessment, which includes the 

following elements: 

− analysis of compliance with the key ethical principles defined in Article 18 of this Code; 

− interdisciplinary expertise involving members of the public, specialists in law, ethics, technology 

and social sciences; 

− risk assessment and development of mechanisms for their minimization. 

The results of the ethical assessment are open, subject to mandatory disclosure, posted on the official 

digital policy portal of the State and stored in the National Register of Ethical Analysis of Artificial 

Intelligence (AI) with open access for researchers, educators and journalists and the public. 
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CHAPTER 17. THE PRINCIPLE OF ETHICAL RESPONSIBILITY OF AI SYSTEMS  
All artificial intelligence systems, regardless of their architecture, level of autonomy, functional 

purpose or field of implementation, are subject to the principle of ethical responsibility. This principle 

provides for the creation, testing, use and maintenance of such systems in full compliance with the 

fundamental values of an open democratic society, including respect for human dignity, autonomy, mental 

and physical integrity, freedom of will, legal equality, non-discrimination, social justice, privacy, 

environmental sustainability and intergenerational ethics. 

Ethical responsibility is an operational responsibility of all actors involved in the AI life cycle — 

developers, implementers, administrators, operators, data owners (controllers), state regulators — and 

requires clear risk management procedures, internal ethical audit mechanisms, human rights impact 

monitoring systems, as well as preventive harm prevention and compensatory measures to restore rights 

and compensate for harm in case of negative consequences. 

Within the framework of the implementation of this principle, entities that create, implement or 

operate artificial intelligence systems are obliged to ensure: 

implementation of ethical design focused on maintaining the autonomy of the user, his psycho-

emotional comfort, the right to an informed decision and the prevention of manipulative influence; 

conducting an independent preliminary ethical review of each new functionality, architectural 

change or algorithm update that may affect human rights, public trust or environmental balance; 

institutionalization of independent ethics commissions with the right to suspend a project, appeal to 

competent supervisory authorities, initiate a public audit or regulatory intervention; 

ensuring algorithmic validity, proportionality, non-discrimination, intercultural sensitivity and 

social context in all decision-making processes. 

It is prohibited to create, disseminate and use AI systems that knowingly or due to side effects 

manipulate user behaviour, cause digital addiction, emotional exhaustion, loss of trust, suppress autonomy 

or promote discrimination on any grounds. It is prohibited to use AI to restrict freedom of expression, 

control the information space without a proper legal basis, distort public opinion, illegally monitor political 

activity or public protests, and support dehumanization processes. 

Ethical responsibility is a mandatory criterion for certification of high-risk AI systems, especially in 

the areas of justice, healthcare, education, social management, and public service delivery. In case of 

violation of the principle of ethical responsibility, the Central Executive Body in the field of AI has the 

authority to initiate a temporary suspension of the operation of the system, demand the mandatory removal 

or modification of unethical functionality, apply penalties, restrict access to state resources, tenders or 

data, revoke permits or completely stop the operation of the system. Such actions are accompanied by a 

public justification, an official report on the detected violations and public consultations on the ways of 

ethical reconstruction. 

Developers and operators are required to annually publish the Annual AI Ethics Impact Report, 

which assesses the impact of the system on human rights, psycho-emotional health, social equality, trust in 

society, environmental sustainability, and intercultural harmony. Reports should include information on 

the ethical procedures implemented, identified risks, results of complaints consideration, examples of 

controversial decisions, ethical audit findings, user feedback, and the projected ethical impact of the next 

stages of system development. Such reports are posted in the public domain, subject to public comment and 

independent expert analysis. 

The principle of ethical responsibility is a key guarantee that the use of artificial intelligence does 

not go beyond humanitarian legitimacy, preserves human dignity as an inviolable value, and serves as a 

source of public trust in the age of algorithms. 

17.1 The principle of ethical responsibility means that every artificial intelligence system — 

regardless of its type, level of autonomy, functional purpose, or scope of application — must be created, 

tested, implemented, and operated in strict accordance with the moral and ethical norms adopted in an open 

democratic society [191]. 
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These norms encompass the values of human dignity, personal autonomy, physical and mental 

integrity, freedom of will, justice, legal equality, non-discrimination, solidarity, respect for privacy, 

environmental responsibility, as well as intergenerational ethics [192]. 

Ethical responsibility is not a declarative, but an operational category that is implemented through 

internal risk management processes, human rights control systems, harm prevention mechanisms, and 

procedures for restoring rights and reparations in the event of negative consequences [193]. 

AI systems that do not meet ethical standards cannot be considered legitimate, even if technical or 

legal criteria are formally met. Thus, ethical responsibility is the highest level of requirements for artificial 

intelligence, integrating the legal, social, cultural and humanitarian perspectives of its application. 

17.2 All entities involved in the life cycle of an AI system (developers, suppliers, operators, 

administrators, data owners/controllers, supervisory authorities) are obliged to: 

implement the principles of ethical design (ethics by design), which includes not only the avoidance 

of manipulation, bias or violation of the autonomy of the individual, but also the proactive development of 

functional solutions that support the integrity of the individual, autonomous decision-making, psycho-

emotional comfort of the user and social well-being; 

carry out a preliminary independent ethical examination of each new functionality, technological 

update or change in the architecture of the AI system, if they can change the nature of interaction with a 

person, affect his rights, dignity, trust, psychological safety, social structure or ecological balance [194]; 

institutionalize permanent internal ethics commissions (ethics review boards), which consist of 

independent experts — ethicists, human rights defenders, sociologists, psychologists, engineers and user 

representatives. Such commissions are empowered to initiate an ethical review, suspend the implementation 

of the project, or apply to the competent supervisory authorities in case of ethical threats [195]; 

ensure that each algorithmic decision complies with the following principles: rational reasonableness 

(clear explanation taking into account all relevant factors), proportionality (fit for purpose and avoidance 

of excessive interference);  

non-discrimination and equal treatment (neutrality in relation to groups based on gender, race, age, 

health, social status, etc.);  

intercultural sensitivity (recognition and respect for cultural differences);  

social context (analysis and consideration of the impact of the decision on specific communities or 

groups of the population). 

17.3 The creation, distribution and implementation of AI systems is prohibited[196,197], that: 

purposefully, covertly or through side effects, manipulate the user's behaviour to change his beliefs, 

preferences or decisions, cause digital dependence, emotional exhaustion, loss of concentration, trust or 

autonomy, or other forms of psycho-emotional harm - without ensuring full informed consent and the 

possibility of refusal; 

create or maintain discriminatory algorithmic patterns that directly or indirectly lead to prejudice 

against individuals or groups based on race, ethnic origin, gender, age, religion, political or philosophical 

beliefs, social or economic status, disability, health status or place of residence, or any other characteristic 

that may be grounds for discrimination; 

are used by public or private actors to suppress freedom of expression, control over the information 

space, illegal or disproportionate monitoring of citizens, distort public opinion, influence electoral 

processes, protest activity or social mobilization; 

contribute to the processes of dehumanization — that is, the depersonalization of a person, reducing 

their status exclusively to a set of data or targets; reproduce structural prejudices, historical injustices, or 

maintain inequality through the uncritical use of learning models detached from the social context and 

ethical adjustments. 

17.4 Ethical responsibility is recognized as a critical and mandatory criterion for the certification 

of high-risk AI systems operating in the fields of justice, healthcare, education, and the provision of public 

services, algorithmic control of behavioural practices or social processes, as well as in all cases in which 

algorithmic decisions can cause legal, social or psychological consequences for the person [198]. 
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In case of a violation of the principles of ethical responsibility — both at the design stage and during 

implementation or operation — the Central Executive Body in the field of AI has the authority to apply a 

set of administrative and regulatory measures of influence. In particular, it can: 

− issue an order on temporary suspension of operation or temporary blocking of the functioning of 

the system until the violations are eliminated; 

− demand a complete revision or mandatory removal of functionality that does not meet ethical 

requirements, even if it is technically efficient or commercially feasible; 

− apply penalties, temporary or permanent restriction of access to government data and resources, 

restriction of participation in public tenders, revocation of permits, as well as exclusion from pilot programs 

or regulatory sandboxes; 

− in cases of special danger, prohibit further implementation or operation of the system. 

The application of such measures should be accompanied by a public justification, an official report 

on the detected violations and public consultations on the restoration of the ethical compliance of the 

system. 

17.5 Developers and operators of AI systems are required to publish AI Ethics Impact Report at 

least once a year, which are public documents aimed at ensuring transparency, accountability, and 

increasing the level of ethical compliance of AI systems. Submission of such reports is a prerequisite for 

certification and further operation of high-risk systems. 

An ethics report should contain: 

− a detailed assessment of the impact of the system on human rights, vulnerable social groups, 

mental health of users, social justice, cultural diversity, the environment, the information space and trust 

systems in society; 

− description of the implemented internal ethical procedures: functioning of the ethics committee, 

conducting audits, reviewing incidents, staff training, ethical design principles; 

− a documented and confirmed list of risks identified during the audit or use of the system, examples 

of conflicting decisions and complaints from users, as well as response measures implemented to prevent 

the recurrence of violations; 

− qualitative and quantitative user reviews, reflecting the level of trust in the system, its 

transparency, explainability, reliability, impartiality and user orientation; 

− the results of an independent ethical audit (if any), indicating the source of the audit, verification 

criteria, conclusions and recommendations for improvement; 

− forecast of ethical impacts on the next cycle of system development, taking into account planned 

updates, scaling, new functionalities and changes in the external environment (legal, social, technological 

or environmental). 

Ethical reports should be submitted in an accessible and understandable form, posted on the official 

resources of the developer or operator, be open to public comment, independent expert analysis and the 

possibility of submitting alternative positions and proposals. 

 

 

 

 

 

 

 

 

 

 

 

 

 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

64 
 

CHAPTER 18. THE PRINCIPLE OF LEGAL RESPONSIBILITY AND 

ACCOUNTABILITY OF ARTIFICIAL INTELLIGENCE SYSTEMS 
The principle of legal responsibility and accountability in the AI ecosystem provides for the 

mandatory establishment of a clear and public subject of responsibility at all stages of the life cycle of an 

AI system, including development, implementation, administration, technical support, ethical assessment, 

auditing and decision-making that affect human rights, public interest or public safety. 

Responsibility is distributed in proportion to the role, degree of control, access to data, and ability 

to influence the results of the system's functioning. Including: 

AI suppliers and developers are responsible for architectural solutions, model quality, and 

compliance with safety standards. 

Users are responsible for the proper use of the systems within their intended purpose.  

Operators are responsible for developing and implementing internal control policies, informing 

individuals, monitoring the functioning and responding to failures. 

Auditors are responsible for the validity of conclusions and the prevention of a formal, biased or 

selective approach to audits. 

Legal liability in the field of artificial intelligence covers civil, administrative, and criminal 

consequences. 

Civil liability arises in cases of material or moral damage to persons who suffered because of 

algorithmic errors or negligent use of AI. 

Administrative liability arises in case of non-compliance with regulatory requirements, security 

standards, lack of transparency of decisions, improper audit or failure to comply with the obligation to 

preserve logs. 

Criminal liability arises for serious violations related to the manipulation of public opinion, 

interference in electoral processes, discriminatory practices, violation of children's rights or the creation 

of systems that pose a threat to the life and safety of people. 

For all high-risk AI systems, regular external audits, preservation of event and decision logs, 

creation of public appeal and immediate response mechanisms are mandatory. Suppliers, operators and 

users are obliged to implement and maintain incident tracking systems and immediately notify the National 

Agency for AI Ethics and Oversight of critical failures, deviations or detected human rights violations. 

Public authorities have increased public accountability for the implementation of AI systems. They 

are obliged to inform the public about the purpose of using the system, the legal basis, the amount of data 

processed, the impact on human rights, as well as to publish annual reports containing analytical data on 

effectiveness, inclusiveness and the results of external and internal audits. In the event of a violation or 

risk, the public authority is obliged to immediately suspend the functioning of the system, provide access to 

alternative mechanisms, initiate an independent examination and inform the regulatory body. 

Each public AI system is subject to an ethical assessment at least once every two years with the 

participation of members of the public, experts in the field of law, digital technologies and human rights. 

Public authorities are obliged to conduct regular training of personnel on the responsible use of AI systems 

and ensure information accessibility on the principles of algorithms, their impact on citizens' rights and 

available legal remedies. 

18.1 The principle of legal responsibility and accountability forms the basis of democratic control 

over AI systems. It provides that any use of AI must be accompanied by the mandatory definition and 

fixation of the subject of responsibility for the development, implementation, operation and results of the 

system. 

18.2 The principle of delimitation of legal responsibility. 

Legal responsibility for the activities of AI systems is distributed among the entities involved in 

different stages of the life cycle of such systems, considering their role, level of control, amount of access 

to data, management tools and ability to influence the results of functioning: 
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suppliers and developers are responsible for errors in architectural solutions, deficiencies in model 

training, violations of quality, safety and transparency requirements, as well as for failure to comply with 

the obligation to have and maintain technical and ethical documentation; 

users are responsible for inappropriate or negligent use of the system in areas where AI does not 

provide sufficient reliability (including without human control), for the use of AI beyond the intended 

purpose, as well as for failure to comply with the obligation to inform third parties about the use of AI; 

system owners and/or operators are responsible for the lack of internal policies, procedures and 

access controls, failure to comply with the obligation to regularly check the system, lack of proper training 

of personnel to interact with AI, as well as for refusing to shut down the system in case of failures or risks; 

auditing, certification and supervisory bodies acting as independent third parties are responsible for 

improper conformity assessment, the issuance of certificates without due diligence, as well as for the formal 

approach to assessing transparency, security, respect for human rights and the impact of the AI system on 

society. 

Each subject is responsible within its competence and sphere of influence. The principle of 

proportionate accountability is introduced, which considers both formal obligations and the actual influence 

of the subject on the results of the AI system functioning. 

18.3 Areas of responsibility. 

Legal responsibility in the field of development, implementation and operation of artificial 

intelligence systems provides for several levels of legal consequences, which differ in nature, amount of 

damage, mechanisms of implementation and impact on subjects: 

Civil liability arises in cases of material or moral damage to individuals or legal entities as a result 

of incorrect operation, errors or failures of the AI system. It can occur both in the form of an individual 

claim from the victim, and in the form of collective protection of rights in cases of damage to a large number 

of persons. Civil liability may also cover reputational damage, breach of contractual obligations or 

provision of unreliable results of automated decisions. 

Administrative liability arises in case of violation of regulatory requirements, safety standards, 

ethical standards, or failure to fulfil the obligations imposed on the user, supplier or operator in accordance 

with the legislation on high-risk AI systems. It may include the imposition of fines, the suspension of the 

license, the obligation to remedy violations, as well as the obligation to inform supervisory authorities. 

Criminal liability arises for the acts (action or inaction) of subjects that fall under the signs of a crime 

directly or indirectly related to the use of AI. Such crimes include: 

manipulation or other unlawful interference in electoral processes and referendums, as well as in the 

formation and expression of public opinion using artificial intelligence (AI) systems; 

creating or spreading disinformation using AI, which is harmful to national security; 

committing discriminatory actions using AI systems on the grounds of race, gender, religion, belief 

or other characteristics protected by law; 

developing, distributing or exploiting AI systems that harm human life or health, violate the right to 

privacy, the rights of the child or international obligations of the State. 

Judicial practice in the field of responsibility for the use of AI is developing considering precedents, 

assessment of the degree of autonomy of the system and the actual possibility of exercising control over its 

functioning. 

18.4 Audit, investigative and monitoring mechanisms. 

All high-risk AI systems are required to undergo multi-level verification, evaluation, and monitoring 

procedures to ensure transparency, efficiency, and abuse prevention. Such mechanisms should be 

organizationally and functionally independent of the developer or operator of the system and guarantee that 

the interests of both users and affected persons are taken into account. 

A mandatory periodic audit includes an external assessment of the compliance of the AI system with 

established standards of ethical safety, technical sustainability, human rights protection, gender equality, 

non-discrimination and explainability of results. The audit covers the analysis of algorithms, data sources, 

level of autonomy, control mechanisms, and rollbacks. 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

66 
 

It is mandatory to keep and keep logs of all actions of the system and its interactions with users, 

which is a prerequisite for proper investigation of incidents, prevention of manipulation and ensuring 

transparency of functioning. Storage is carried out considering the requirements of personal data protection 

using hashing and digital signature technologies. 

Public appeal of decisions provides for the creation of procedures according to which a person against 

whom a decision was made with the involvement of AI has the right to file a complaint, receive an 

explanation of the logic of the system's functioning, request a review of the decision by an authorized 

person, as well as appeal the results in court or administrative. 

Incident reporting is the responsibility of providers, operators, and users of AI systems. In case of 

failures, incorrect behaviour, violation of rights or integrity of data and infrastructure, the relevant 

information is subject to immediate notification to the National Agency for the Oversight of Artificial 

Intelligence Systems. High-risk systems are required to have built-in self-alert mechanisms and digital risk 

tracking tools. 

The state ensures regular analytics on the functioning of AI systems and the level of compliance with 

liability standards. The results of audits and monitoring are subject to disclosure in compliance with 

restrictions on state, commercial or personal secrets. 

18.5 Accountability of public authorities in the field of AI application. 

Public authorities that implement or use artificial intelligence systems in the field of public 

administration, security, education, healthcare, justice or social protection have a special responsibility to 

comply with the principles of transparency, legality and compliance with basic human rights. 

Public openness means that each body is obliged to inform the public in advance about: 

a) the purpose and functionality of the AI system; 

b) the legal basis for its application; 

c) volumes and types of data processed; 

d) the impact of automated decisions on the rights and obligations of individuals;  

e) a contact person or unit responsible for compliance with ethical and legal standards. 

Annual reporting includes: 

a) quantitative and qualitative indicators of system efficiency; 

b) indicators of fairness, equality and non-discrimination; 

c) a description of all cases of appeals or complaints about the actions of AI systems; 

d) the results of internal and external audits; 

e) recommendations for improving or suspending the use of systems. 

Such a report shall be published on the official web portal of the body. 

Immediate response mechanism: the responsible authority is obliged to: 

a) suspend the use of the AI system in case of detection of human rights violations or a significant 

risk of harm; 

b) to provide a person with the opportunity to exercise his/her rights through an alternative 

mechanism that is carried out without the use of automated systems; 

c) initiate an independent audit within a period not exceeding five working days; 

immediately notify the National Agency for Ethics and Supervision of AI of the measures taken. 

Ethical Audit and Social Oversight. 

Each AI system in the public sector is subject to an ethical assessment at least once every two years 

with the participation of members of the public and independent experts in the field of law, digital 

technologies and human rights. The results of such an assessment are subject to mandatory publication and 

are accompanied by an official comment from the management of the relevant institution. 

Educational and explanatory duties. 

Public authorities are obliged to provide regular training of employees on the responsible and lawful 

use of artificial intelligence systems, as well as to provide citizens with access to official explanations about 

the principles of operation of such systems, their impact on human rights and legal remedies in case of their 

misuse. 
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CHAPTER 19. THE PRINCIPLE OF TRANSPARENCY, OPENNESS AND 

EXPLAINABILITY OF ARTIFICIAL INTELLIGENCE SYSTEMS 
All artificial intelligence systems operating on the territory of the State or used in the field of public 

decisions are subject to mandatory compliance with the principle of transparency and explainability. The 

principle of transparency and explainability guarantees, that the architecture of the system, algorithmic 

logic, functionality, declared constraints, data sources, learning processes, purpose, and potential 

implications of AI operation are understood, accessible, verifiable, and explanatory at every stage of the 

system's lifecycle.  

The principle of transparency, openness and explainability in artificial intelligence systems provides 

for the mandatory provision of clear, accessible and timely information about the use of AI, its role in the 

decision-making process, the sources and nature of input data, as well as the logic of functioning and the 

potential consequences of decisions made by the system. No person can be exposed to AI without first 

informing about the algorithmic nature of interaction, the limits of autonomy of such a system, the level of 

human control, and available mechanisms for appealing its results. Covert, non-transparent or 

manipulative use of AI systems in processes that have legal, social, economic, political or other socially 

significant consequences is prohibited. 

Transparency of AI systems should be ensured for all stakeholders, including: 

developers — by maintaining internal documentation, knowledge management models, change logs 

and verification reports; 

users — through accessible interfaces that explain the logic of the system, taking into account the 

level of digital literacy and socio-cultural context; 

regulators — by providing a complete technical, methodological, legal and ethical dossier, including 

architectural schemes, model training protocols, risk analysis and accompanying analytical materials, with 

access in a machine-readable format; 

third parties affected by AI — by creating mechanisms for public information, access to explanations, 

appeal, appeal, and independent monitoring. 

Ensuring transparency includes mandatory disclosure of information about data sources, the legal 

status of the developer, the intended purpose of the system, its functional boundaries and declared technical 

and operational reliability limitations, as well as clearly and proactively informing the user about the 

degree of AI involvement in decision-making. It is mandatory to have an audit log with the recording of key 

events, configurations, changes and interventions of the human operator, as well as the implementation of 

regular internal and external transparency audits with proper access to the technical dossier. 

The explainability of AI systems is the ability to provide a meaningful, structured, and contextually 

relevant interpretation of decision-making logic, covering the technical model, the significance (weight) of 

variable parameters, the method of calculation, the degree of human influence, and the level of uncertainty. 

The explanation should be adapted to the individual characteristics of the user or interested person, 

provided in an accessible language without excessive technocratic jargon, considering ethical, social and 

psychological factors. The system must provide multi-level explainability — technical, functional and 

ethical. Explainability of decisions is a key element of trust in AI systems and means the ability of a system 

or responsible actor to provide a reasonable, logical and understandable explanation of the causes, factors, 

mechanisms and identified limitations that led to a specific outcome. Such an explanation should include: 

a description of the key variables, data sources, the role of the person in the process, the identified 

limitations of the model, and the available appeal mechanisms. The explanations are adapted to the level 

of digital literacy of the user and, in the public sector, have legal force defined by law. 

In the public sector, as well as in cases where AI decisions affect an individual's rights, status, access 

to resources, or social reputation, the lack of mechanisms for explaining or presenting a formal, obscure, 

or technocratic explanation is considered a violation of the principles of good governance. In such cases, 

the Central Executive Authority authorized in the field of artificial intelligence has the authority to stop the 
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operation of the system, initiate an investigation, revoke the permission to use and provide a public 

justification for the measures taken with guarantees of appeal. 

Any AI system in the public or commercial sector should be accompanied by a complete information 

support adapted to the target audience, which discloses: the fact of its application, the name of the operator 

or administrator, its functional purpose and scope of use, the characteristics of the input data, the 

description of the principles and logic of decision-making, the mechanisms of human control, external 

audit, model updates and ensuring fairness. Such support of the AI system is provided in a user-friendly 

format, in an open machine-readable form, and is subject to mandatory publication in the National Register 

of Algorithm Transparency. 

For high-risk AI systems, the availability of comprehensive documentation is a prerequisite for 

certification and ensuring explainability. The documentation should contain decision-making architecture, 

description of the main algorithms and their functional logic, human control protocols, risk mapping, 

logging systems (audit trails), model quality indicators (accuracy, reliability, absence of bias) and incident 

response scenarios. All comprehensive technical documentation is an integral part of the technical passport 

of the AI system and must be available in a differentiated manner: to the competent authorities — in full 

for the purposes of supervision, audit and certification; users — to the extent necessary for safe, conscious 

and responsible use; to victims — to the extent necessary for the effective protection of their rights and 

legitimate interests. 

Each person has an inalienable right to identify the AI system and the responsible subject, access to 

information about the owner, operator or administrator of such a system, information about the scope, 

purpose and terms of processing of their personal data and ways to protect them, as well as the possibility 

of correcting or deleting such data (the right to be forgotten). This right applies to all forms of interaction 

with AI systems, regardless of the interface, level of anthropomorphism, or technological complexity. 

Suppliers and operators of AI systems are obliged to provide technical, organizational and legal conditions 

for the implementation of this right on an ongoing basis. 

The authorized central executive body in the field of AI ensures the functioning of the National 

Register of Algorithm Transparency, a public digital platform that collects, stores and provides access to 

technical data sheets of systems, explainability models, audit results, API documentation, instructions for 

explaining decisions, indicators of trust and user ratings. The Register is a tool for democratic oversight, 

scientific analysis and legal control over the activities of algorithmic systems. Failure to comply with the 

obligation to submit information to the National Register of Algorithm Transparency entails legal liability. 

To unify approaches to transparency and explainability of AI systems, the Central Executive Body in 

the field of AI develops and periodically updates the National Methodological Recommendations from 

explainability. Such recommendations define categories of models according to the degree of 

explainability, requirements for their documentation, examples of application in sensitive areas, templates 

of multilevel explanations, communication protocols with different audiences, and mechanisms for 

responding to complaints or requests. Compliance with these recommendations is mandatory during the 

certification of high-risk systems and is used as a guide by courts, auditors and human rights organizations 

when checking the legitimacy of algorithmic decisions. 

19.1 The principle of transparency and explainability is one of the key ethical and legal foundations 

for the functioning of artificial intelligence systems. It requires that the architecture and logic of the system, 

its functionalities and limitations, data sources, learning processes, the purpose of application and the potential 

consequences of the work be clear, available for analysis and verification at every stage of its life cycle. 

Transparency and explainability must be ensured by: 

for developers — in the form of clear internal documentation, knowledge management models, 

change logging, ensuring replication of results, and independent verification; 

for users — through interfaces and instructions that explain how the system works, especially in 

cases where AI decisions or recommendations affect their rights, interests or actions; 
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for regulatory authorities — by providing full access to technical, methodological, legal and ethical 

information about the system, including data on the models used, justification of algorithmic decisions and 

risk analysis; 

for third parties that are directly or indirectly affected by AI decisions (e.g. consumers, patients, 

public associations), through notification, access to explanation, complaint and public monitoring 

mechanisms. 

Transparency should not be limited to technical documentation only but should include mechanisms 

for social explanation presented in user-friendly language, considering cultural, professional and emotional 

contexts. 

19.2 Transparency involves a set of actions that ensure the openness, accessibility and verifiability 

of all key aspects of the functioning of the artificial intelligence system for various groups of stakeholders 

(stakeholders). 

In particular, the principle of transparency includes: 

mandatory disclosure of information about the system developer or developers, data sources used to 

train models (indicating the origin, representativeness, legitimacy of collection and use), applied 

algorithmic architectures, the intended purpose of the system (use case), its functional limits, verified 

application scenarios and declared limitations (including statistical error probabilities and high uncertainty 

scenarios); 

clearly informing users, regulators and third parties that a decision or recommendation is made or 

supported by an AI system, indicating the role of AI in this process: whether it is a fully automated decision, 

solution support or only auxiliary analytics; 

creation and maintenance of a log of system decisions (audit log), which contains a detailed recording 

of key parameters, events, configuration changes, data used, as well as human interventions, with the 

possibility of retrospective analysis of system actions in a certain time period; 

implementation of mandatory audit mechanisms — both internal (at the level of the developer, 

operator or authorized regulatory body) and external independent, with access to the full technical dossier, 

training and testing documentation, risk scenarios, as well as ethical conclusions in cases where they are 

mandatory for high-risk applications. 

19.3 Transparency as a basic requirement in the field of artificial intelligence means the availability 

of clear, timely and accessible information to users, consumers or third parties regarding the fact of using 

the AI system, its role in the decision-making process, and the possible consequences of such participation. 

Transparency implies that every person who interacts with or is under the influence of an AI system must 

be clearly, directly, proactively and in an accessible form properly informed about the: 

the use of AI systems in the process of providing services, decision-making or interaction; 

the limits of the autonomy of the system and the nature and scope of human participation in making 

a final decision that has legal or factual consequences; 

potential risks associated with algorithmic computation, including the likelihood of errors, the risk 

of algorithmic bias, and existing model limitations; 

the mechanism for obtaining additional information, submitting an appeal to the operator or the 

competent authority and the appeal procedure. 

Any covert, improperly identified, or manipulative use of AI in public or private processes, especially 

those with legal, social, economic, or political implications, is deemed unacceptable and entails 

administrative or criminal liability under this Code, depending on the severity of the violation. 

19.4 Every AI system, regardless of risk level, should be accompanied by comprehensive 

information support that ensures transparency of its functioning, the ability to understand algorithmic logic 

and verify the validity of decisions. Such information should be accessible, understandable, adapted to the 

target audience (in particular, for persons without technical training), published in formats convenient for 

machine reading, and updated on an ongoing basis. 
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Mandatory components of this support are: 

a clear indication of the fact of using the AI system in any interaction with a person, institution or 

community; 

name, contact details, country of registration and legal responsibility of the operator or administrator 

of the system;  

the functional purpose of the system, its scope, the type of tasks to be solved, and the contexts in 

which its use is allowed or restricted; 

characteristics of the input data: categories, sources, legal bases for processing, methods of 

anonymization or pseudonymization, frequency of updates and restrictions on reuse; 

a description of the logic of the decision-making process, including indicative variables and general 

principles of the structure of weighting factors, as well as the heuristics or other methods of information 

analysis used; 

technical and organizational mechanisms for monitoring the quality and fairness of decisions, 

including procedures for human intervention, external auditing and determining the conditions for the use 

of self-learning mechanisms or updating models. 

The information shall be stored in the National Register of Algorithm Transparency and shall be 

available in the public domain, subject to the restrictions defined by this Code, on an ongoing basis and 

with regular updates. 

19.5 For high-risk AI systems, a mandatory is the availability of comprehensive, up-to-date, and 

properly published technical documentation, which is the basis for examination, certification, supervision 

and ensuring the explainability of decisions. Such documentation should be updated on an ongoing basis 

and include: 

a detailed diagram of the decision-making architecture, including levels of data processing, 

interaction between subsystems, human intervention points and control protocols; 

structured description of algorithmic logic: machine learning models used, basic hyperparameters 

(within general limits), validation methods, nature of loss functions, approaches to optimization, methods 

of training and adaptation to environmental changes; 

a full-fledged system of logging and tracing actions (audit trail), which allows you to establish cause-

and-effect relationships between input data, algorithm interpretation, intermediate calculations and the final 

result, with the provision of protection against forgery and the possibility of independent auditing; 

formalized human intervention procedures that determine the moments of mandatory human control, 

the degree of autonomy of the system, the roles of responsible persons, as well as methods for suspending 

or changing the result; 

description and mapping of risks: technical (for example, classification errors), social (for example, 

discriminatory consequences), legal (for example, violation of rights), using methods of quantitative and 

qualitative assessment, indicating the limits of permissible use and conditions for deactivation of the system; 

detailed technical data on training processes: data sources (with confirmation of their legality and 

compliance with intellectual property rights), volumes and quality of sets, methods of data cleaning, test 

results, accuracy indicators (accuracy), recall, precision, F1-score, as well as other relevant metrics of 

robustness and reliability defined by international standards, with an analysis of the system's ability to 

generalize results, risks of overtraining and manifestations algorithmic bias. 

All the specified documentation is an integral part of the technical passport of the system and must be  

up-to-date, reliable and provided upon request:  

to state bodies — in full;  

users — to the extent necessary for safe and informed use;  

victims — to the extent necessary to protect their rights, in accordance with the transparency and 

openness procedures established by this Code. 

19.6 Explainability is a property of the AI system or the responsible entity to provide a clear, 

accessible and meaningful interpretation of the logic, structure and basis of decisions taken both for users 

and for supervisory authorities, auditors or persons affected by such decisions. Explainability of results is 
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a key element of trust in AI systems and implies the ability of the system or its operator to provide a clear, 

logical and understandable justification for any result, decision or action that affects the rights, freedoms or 

interests of an individual, with an explanation of the main factors and variables that led to this result, in an 

understandable form. 

Explainability implies: 

− the ability of the responsible actor or the AI system itself to formulate a structured, logical, 

relevant and contextually sound explanation regarding the logic of decision-making, the significance 

(weight) of variable parameters, the type of model, the method of calculating the result, the role of human 

intervention and the nature of uncertainties; 

− adaptation of the explanation to the individual characteristics of the user: level of digital literacy, 

specialization, language, age, cognitive abilities and psycho-emotional state. The explanation must not only 

be technically accurate, but also understandable, objective and unbiased, stated without excessive 

technocratic jargon; 

− provision of multi-level explainability, covering: technical level (type of model, values of 

coefficients, decision-making mechanism); functional level (goals, rules, logic of business processes, 

restrictions, exceptions); ethical level (assessment of potential risk, social impact, fairness and non-

discrimination, justification of choice and rejected alternatives). 

All decisions made by automated AI systems that have legal, financial, reputational, or other 

significant consequences must be accompanied by proper documentation in the form of a digital report that 

contains: 

− explanation of the main factors that became key in determining the result, with a description of 

how each of them influenced the final decision; 

− indication of the sources, categories and technical characteristics of the input data, methods of 

obtaining them, including information on relevance, accuracy, possible biases or limitations; 

− a description of the person's role in the process — whether they were an observer, confirmer, 

reviewer or final decision-maker, with a record of the moments where there was or could have been an 

intervention; 

− mechanisms for reviewing, editing, appealing or reversing the decision, with a clear definition of 

the deadlines for submitting the complaint, the procedures for its consideration and the contact information 

of the responsible authority. 

Explanations should be adapted to the perception of not only technical specialists, but also ordinary 

users, taking into account the principle of "algorithmic literacy" of the population. In the public sector, the 

justification of AI decisions is an integral part of an administrative act, must have legal force and be subject 

to appeal in court. 
19.7 In all cases, the person interacting with the AI system has an inalienable right for identification 

algorithmic subject, legal transparency regarding its owner and full awareness of the processing of their 
personal data. This right is a fundamental element of digital dignity and legal certainty in an algorithmic 
society.  

Individual rights to transparency and data control when interacting with AI: 
− the person must be clearly and proactively informed that they are interacting with an automated 

or semi-automated system and not with a human — regardless of the level of anthropomorphism, design, 
or voice interface imitation; 

− information about the person, organization or authority that is the owners, customers or 
administrators of the relevant AI system must be provided, indicating their legal authority, area of 
responsibility, contact details and communication mechanisms, in a form accessible to the user, including 
in an open machine-readable format; 

− a person has the right to find out what his/her personal, biometric, behavioural or other data has 
been collected by the AI system, on what legal grounds this has occurred, how the data has been processed, 
with whom it has been or may be shared, what protection mechanisms and restrictions on their use are in 
place, as well as what possibilities exist for viewing, editing or deleting such data within the time limits,  
determined by the legislation of the State. 
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These provisions are mandatory for all providers and operators of AI systems and are subject to 
continuous monitoring by the authorized supervisory body for the ethics and transparency of artificial 
intelligence, with the application of responsibility for their violation. 

19.8 In the public sector and also in all cases, when decisions of an AI system have direct or 
indirect legally significant consequences for an individual or group of persons, ensuring explainability is 
an unconditional prerequisite for the admissibility of using such a system. In particular, we are talking about 
decisions that affect the rights, obligations, social status, access to services, level of security or reputation 
of a person. 

The lack of mechanisms for explaining AI decisions or presenting a formal, overly technocratic or 
insufficiently understandable explanation that does not allow a person to understand the logic of the 
decision, its grounds, as well as the possibility of appeal or revision, is recognized as a violation of the 
principle of good governance. 

In such cases, the Authorized Central Executive Body in the field of AI, in accordance with the 
supervision procedures and in accordance with the procedure established by law, has the right to apply a 
temporary suspension, administrative suspension of operation or a complete ban on the operation of the 
relevant system, with guarantees of appeal and public review (revision) of decisions of the competent 
authority. Methodological recommendations should include: 

− categorization of types of AI models according to the level of explainability (for example, "white-
box" — open models, "interpretable black-box" — interpreted closed models, "opaque systems" — opaque 
systems) and the corresponding requirements for explanations;  

− sectoral examples of technical, functional and ethical explainability with standard documentation 
templates, examples of complaints and clarifications;  

− requirements for the communication form of explanations for different audiences (citizens, civil 
servants, judicial authorities, journalists, auditors); 

− typical samples of multilevel explanations based on specific examples (in particular, in the areas 
of social benefits, criminal justice, credit scoring, recommendation advertising); 

− algorithms for interacting with feedback mechanisms, procedures for appealing and correcting 
decisions based on explanations. 

These guidelines are mandatory for consideration during the certification of high-risk AI systems 
and are used as a guide by courts, supervisory authorities, auditors, and human rights institutions when 
analysing the legitimacy of decisions made by artificial intelligence systems. 

19.9 The authorized central executive body in the field of AI is obliged to create and ensure the 
functioning of the National Register of Algorithm Transparency, a public digital platform that collects, 
stores, systematizes and provides open access to key parameters of the functioning of algorithmic systems. 

The following must be published in this register: 
− technical data sheets of AI systems, which contain data on the architecture, types of models, 

purposes of use, limitations, risks and limits of application; 
− transparency and explainability models, including typical decision scenarios, logic principles, and 

impact assessments; 
− the results of ethical audits, social testing, legal assessment and verification of compliance with 

fundamental rights; 
− open APIs and documentation for them — taking into account security and intellectual property 

protection regimes; 
− digital instructions for explaining decisions — in the form of graphic diagrams, text explanations, 

videos or interactive visualizations; 
− trust and verification indicators, including risk indicators, expert assessments, feedback from 

users, as well as the methodology for calculating them. 
The National Register of Algorithm Transparency operates on an ongoing basis, is subject to regular 

updates and is a tool for democratic oversight, legal control, scientific analysis and accountability of AI 
system providers to society and the state. 
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CHAPTER 20. THE PRINCIPLE OF FAIRNESS, NON-DISCRIMINATION AND 

INCLUSIVENESS OF AI SYSTEMS 
The principle of fairness, non-discrimination and inclusion establishes a fundamental legal and 

ethical requirement for the design and development of, implementing and using AI systems in a way that 

makes it impossible to consolidate, automate, or reproduce social inequality, discrimination, social 

exclusion, or algorithmic bias. 

No AI system may create or exacerbate unfair practices, either directly or indirectly, based on race, 

ethnicity, national origin, sex, language, religion, political or philosophical beliefs, sexual orientation, 

gender identity, age, health, disability, social or economic status, or any other protected ground provided 

for by international and national law. 

All AI systems should be designed considering the concept of "equity by default", the principle of 

diversity of social experiences, the participation of vulnerable groups in the development process, as well 

as structural inclusion — linguistic, visual, cultural and functional. 

It is strictly forbidden to implement AI systems that demonstrate or create discriminatory effects, 

regardless of the developer's intention or the nature of algorithm errors. Such systems include models built 

on distorted or non-representative data; algorithms that have a disproportionate negative impact on 

vulnerable groups; architectures that ignore cultural specifics; systems that have not been audited for 

algorithmic bias or do not contain mechanisms for its correction. 

All AI developers, suppliers, and operators are required to implement effective and publicly 

documented measures to monitor, prevent, and eliminate any form of discrimination or exclusion. Such 

measures include: applying equity metrics considering socio-demographic diversity; regular auditing of 

data and models; mechanisms for attracting representatives of vulnerable groups; integration of ethical 

constraints into the logic of the model at the design stage. 

In the public sector, the use of any AI systems that lead to a disproportionate negative impact on 

protected populations is prohibited, including by exclusion, distortion of representation or restriction of 

access to services. Each system intended for implementation in the public sector is subject to a preliminary 

comprehensive assessment of the impact on human rights, social inclusion, gender equality and risks of 

discrimination, which is carried out with the participation of independent experts, representatives of civil 

society and human rights organizations. The results of the assessment are subject to public disclosure and 

independent review. The lack of assessment or negative results is a sufficient legal basis for a complete ban 

on the implementation and operation of such a system until the risks that threaten the principle of fairness 

are eliminated. 

The National Ethics and Non-Discrimination Authority is obliged to prepare and publish the AI 

Fairness Report every year, which is a strategic tool for overseeing compliance with the principle of non-

discrimination. The report should include analysis of detected incidents; classification by technology, 

sectors, severity of consequences and legal status of victims; assessment of the effectiveness of response 

measures; Recommendations for improving the regulatory framework. 

The report is submitted to national legislative and executive authorities, authorized bodies for 

artificial intelligence and non-discrimination, as well as to civil society, professional communities and 

relevant international organizations. The conclusions of the Report are considered when updating national 

strategies in the field of digital human rights, ethical and legal regulation of artificial intelligence. 

20.1 The principle of fairness in the field of artificial intelligence defines the normative and ethical 

requirement to prevent the automation of social injustice, the reproduction of historical discrimination, the 

legitimation of biased social or power or systemic exclusion. This implies that AI systems must be designed, 

learned, and implemented in such a way that: 

− not to create or consolidate new forms of discrimination on any of the grounds prohibited by 

international and national law; 

− ensure equal access to opportunities, services and public participation regardless of the social 

status, physical or cognitive characteristics, origin or beliefs of the person; 
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− be inclusive in their architecture, structure, semantic design, language support, visual adaptability, 

and use cases; 

− to consider the needs of groups that are traditionally in a state of social vulnerability or structural 

exclusion through their participation in the process of development, testing, public consultations and ethical 

examination. 

The principle of fairness is implemented through the concepts of fairness-by-default, plurality of 

inputs, and participatory AI design, and is a prerequisite for certification of high-risk AI systems. 

It is prohibited to use AI systems that directly or indirectly cause discriminatory effects, lead to 

marginalization, exclusion or bias — regardless of whether these consequences are the result of intentional 

programming, poor training, or uncontrolled application. 

Prohibited systems include systems that: 

− create, deepen or legitimize discriminatory practices on any of the grounds protected by 

international treaties and national legislation, in particular on the grounds of race, ethnic or national origin, 

colour, sex, language, religion or creed, political or other opinion, membership of national minorities, 

property or social status, age, disability, sexual orientation, gender identity, state of health, citizenship or 

other legal basis status determined by law; 

− allow systemic or individual bias against persons in vulnerable situations, including children, the 

elderly, people with disabilities, refugees, internally displaced persons, members of ethnic, religious and 

linguistic minorities, as well as persons belonging to LGBTIQ+ communities; 

− do not consider or distort the cultural, linguistic, religious, social, gender or regional 

characteristics of the respective communities, which leads to the exclusion, lack of representation or 

misinterpretation of the interests of such groups; 

− built on training data that contains detected or potential systematic biases (algorithmic bias), 

without proper protocols for detecting them, without mechanisms for correcting models, without the use of 

multidimensional fairness tests or without proper auditing for bias. 

20.2 All AI vendors and operators are required to implement systemic, verifiable, and properly 

documented and publicized measures, are aimed at preventing discrimination, correcting algorithmic bias 

and strengthening inclusivity in the processes of creating and using artificial intelligence systems. 

Mandatory measures include: 

− application of fairness metrics that consider the demographic, social, regional and cultural 

characteristics of target audiences, through multi-group accuracy assessment, FPR/FNR parity, group 

justice metrics, equivalent impact indices and other quantitative indicators of fair distribution of results; 

− conducting regular audits of data sets, model architecture, training, validation and decision-

making processes to identify direct or hidden biases (bias), with mandatory recording of conclusions and 

publication of reports on corrective actions taken; 

− ensuring the participation of representatives of various social, gender, ethnic, age and vulnerable 

groups in the processes of testing, approbation, public discussion and ethical examination, which allows 

reflecting the diversity of social experiences and avoiding exclusionary or discriminatory decisions; 

− adherence to the principle of "fairness-by-design", which provides for the inclusion of ethical, 

legal and social safeguards in the algorithmic core of the system at the design stage, including the use of 

fair algorithms, restrictions on the use of highly sensitive variables, procedures for ensuring inclusivity in 

sample data, as well as mechanisms for liability for unfair results. 

20.3 In the public sector, the use of artificial intelligence systems that directly or indirectly have a 

disproportionate negative impact on certain social, ethnic, demographic or other legally protected groups, 

regardless of the developer's intentions or the nature of the application, is prohibited. Such impacts include 

not only discriminatory consequences, but also systemic inequalities of access, restriction of rights, 

distortion of representation or undue restriction of user access to services. 

Any AI system intended for use in the public sector is subject to a mandatory prior impact assessment 

on human rights, gender equality, cultural sensitivity, social inclusion and discrimination risks (AI impact 

assessment) before its implementation. Such an assessment includes: 
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− analysis of direct and indirect impact on different social groups; 

− modelling of typical application scenarios from the point of view of legal consequences; 

− assessment of the validity of the choice of training data and algorithmic decisions; 

− participation of representatives of civil society, human rights organizations, sociologists and 

experts on non-discrimination in the evaluation commission; 

− public disclosure of the results of the assessment with the possibility of independent peer review. 

The lack of proper assessment or obtaining unsatisfactory results is a sufficient legal basis for a 

complete ban on the use of such a system in the public sector until the identified risks are eliminated. 

20.4 The National Ethics and Non-Discrimination Authority is obliged to: annually compile and 

publicly publish the Artificial Intelligence Equity Report (AI Fairness Report), which is a strategic 

document for monitoring, analysis and prevention of discriminatory or exclusionary consequences caused 

by the use of artificial intelligence systems in the territory of the State. 

The report should contain: 

− statistics and analytical description of detected cases of discrimination, bias, inequality, 

disproportionate impact or social exclusion due to the operation of AI systems; 

− classification of incidents by type of technology, sectors of application (public administration, 

education, medicine, social services, commercial sector, etc.), severity and scale of consequences, as well 

as the legal status of the affected persons; 

− review of the effectiveness of the response measures taken by operators, suppliers or government 

authorities after the detection of such incidents; 

− recommendations for updating policies, regulations, procedures for the development and 

implementation of AI systems, considering the principles of ethics, fairness and inclusiveness; 

− consolidated national indicators on algorithmic fairness, group equality, adaptability of appeal 

procedures, effectiveness of public oversight and public engagement. 

The report is submitted to the national legislative and executive authorities of the State, authorized 

bodies for human rights and artificial intelligence, as well as to international organizations, civil society 

and the expert community, and is used as an official basis for the annual update of national strategies in the 

field of digital human rights and ethical regulation of artificial intelligence. 
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CHAPTER 21. THE PRINCIPLE OF SAFETY, RELIABILITY AND STABILITY OF 

AI SYSTEMS 
The principle of safety, reliability and resilience of artificial intelligence systems establishes 

mandatory requirements for design, deployment, and operation, updating and maintaining AI systems in 

order to ensure physical, psychological, economic, digital, environmental and social security of an 

individual, society and the state. 

AI systems should be developed and implemented in such a way as to minimize the risks of harm to 

life and health, psycho-emotional state of a person, guarantee the integrity of personal and critical data, 

exclude harmful effects on the infrastructure and exclude undesirable or unpredictable scenarios of 

algorithm behaviour. 

Functional security, cybersecurity, social security, and context-sensitive adaptability are 

components of integrated security implemented through technical, organizational, procedural, and ethical 

mechanisms. 

Each AI system must have a defined area of application within which it has been tested, certified and 

monitored. Self-learning without proper control and verification, automatic architecture changes, non-

transparent decision-making, or transferring logic to new contexts without adaptation are prohibited. 

A secure system should provide multi-factor detection of failures, emergency shutdown in case of a 

threat, restoration of functionality after an error, audit of the trace of decisions made, as well as the 

possibility of a complete transfer of control to a person. 

The reliability of the AI system is determined by its ability to consistently perform the assigned 

functions with a high level of accuracy, repeatability, and predictability — both in normal and stressful 

conditions. This requires the introduction of mechanisms of technical redundancy, self-diagnosis, 

continuous monitoring of parameters, backups and compliance with reliability standards confirmed by 

certificates. 

The stability of the AI system lies in its ability to function without losing critical characteristics in 

the face of external attacks, internal errors, crises, sabotage or force majeure. Ensuring resiliency requires 

built-in mechanisms for multi-layered protection, authentication, cryptographic protection, anomaly 

detection, access control, regular security updates, and isolation and previous state restoration protocols. 

Entities responsible for developing, integrating, implementing, operating, or decommissioning an AI 

system are required to implement risk management systems that include threat identification, risk matrices, 

preventive and compensatory measures, early incident warning, and crisis response. 

All incidents that threaten human life, health, human rights or critical infrastructure are subject to 

immediate reporting, but no later than 24 hours from the moment of detection to the National AI Safety 

Monitoring Center, with the mandatory submission of a technical assessment, analysis of the causes, 

description of the measures taken and a plan to prevent recurrence. 

The central executive body in the field of artificial intelligence approves and updates the National 

Catalog of Safety, Reliability and Resilience Standards, which is mandatory for all high-risk AI systems 

operating in the territory of the State. The catalog contains technical regulations, testing procedures, 

accreditation criteria, documentation templates, and control mechanisms. Failure to comply with its 

provisions is the basis for the application of administrative, financial or other liability provided for by the 

legislation of the State in the field of digital security and data protection. 

21.1 Safety is a fundamental principle that provides for the systematic provision of physical, 

psychological, economic, digital, environmental and social protection of an individual, society and the state 

during the development, implementation and operation of artificial intelligence systems. 

The security of an artificial intelligence system includes a combination of the following 

requirements: 

minimizing the risk of harm to human life, health or psycho-emotional state, in particular due to 

improper AI decisions, exposure to visual, audiovisual or other multimedia content, as well as behavioural 

or cognitive effects of a manipulative nature [199]; 
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prevention of negative economic impact due to algorithmic errors, fraudulent scenarios or failures in 

automated financial transactions [200]; 

prevention of threats to national security, defence capability or continuity of critical infrastructure, if 

AI is used in defence, energy, transport, communications, etc. [201]; 

guaranteeing digital security, i.e. protecting personal, biometric, medical and financial data from loss, 

theft, unauthorized processing or transfer [202]; 

prevention of algorithmic creation of informational influence or emotional and behavioural pressure, 

especially on children, persons with disabilities, military personnel, patients or prisoners [203, 204]. 

The security of the AI system should be ensured by technical (architectural), organizational (control), 

legal (regulatory) and behavioural (ethical) mechanisms, which should be adapted to each application 

context and regularly updated in accordance with technological and social changes [205]. 

21.2 All AI systems, regardless of their application, are required to comply with a set of integrated 

safety standards that cover the following components: 

functional safety — the ability of the system to guarantee the correctness and predictability of 

operation in accordance with certain parameters; 

cybersecurity — protection against external and internal threats aimed at violating the integrity, 

availability or confidentiality of data; 

social safety — prevention of negative impacts on a person, society and the state, including 

information manipulation or discriminatory practices; 

context-aware robustness — the ability of the system to act correctly in changing conditions, taking 

into account new application contexts. 

In particular, the AI system should: 

act exclusively within a predetermined area of application (safe scope enforcement), avoiding 

uncontrolled transfer of logic to new environments or situations without confirmation of adaptability [206];  

have multi-level mechanisms for detecting anomalies, predicting failures, actively responding and, 

if necessary, automatically limiting or suspending activities in case of errors, hacker attacks or deviations 

from expected behaviour [207]; 

prevent unsupervised self-modification outside of established parameters or without proper human 

supervision (unsupervised self-modification), which may cause unpredictable or dangerous behaviour of 

the system [208]; 

provide full traceability of the life cycle of models, changes in architecture, algorithms, parameters 

and solutions (traceability & auditability), which allows for retrospective analysis of each result; 

be designed with built-in backup failure response scenarios, including Graceful Degradation, 

Emergency Shutdown, Human Takeover, and Recovery Protocols [209]. 

Each of these mechanisms must comply with current international standards and be confirmed by 

certification or independent expert opinions. 

21.3 Reliability of the AI system means its ability to guarantee the performance of certain functions 

with a high level of accuracy, reliability and stability throughout the entire life cycle of operation - both 

within the predicted scenarios and in case of possible deviations from them. This parameter is critically 

important for high-risk systems used in the field of healthcare, justice, energy, transport, public 

administration and other critical or socially significant industries. 

All high-risk AI systems are required to: 

undergo mandatory reliability certification in accordance with technical standards and national 

regulations, with confirmation of the stability of results based on simulations, field tests and stress tests [210, 211]; 

have built-in automated self-diagnosis and functional monitoring modules that continuously monitor 

productivity, accuracy, resource consumption and compliance of results with established limits, with 

mandatory informing of the operator in case of detection of critical deviations [212, 213]; 

Ensure redundancy by using hot-standby systems, multi-tier request processing architecture, data and 

module duplication, and stabilization protocols to support operations in the event of congestion, 

cyberattacks, or critical infrastructure failures [214, 215]. 
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Reliability is not only a technical, but also an organizational category, encompassing: 

− availability of procedures for regular validation and reassessment of risks; 

− implementation of disaster recovery plans; 

− systematic logging of incidents and failures; 

− training and advanced training of personnel responsible for the operation and supervision of the 

system. 

21.4 Resilience of AI systems — This is their ability to maintain integrity, stability and functionality 

in the face of external cyberattacks, internal errors, emergencies, sabotage, destructive interference or 

radical changes in the operating environment. This is a key characteristic of the viability of high-risk digital 

systems, which guarantees the continuity of their operation even in crisis situations. 

To achieve sustainability, the AI system must: 

include multi-layered preventive and reactive (defence-in-depth) measures that combine request 

verification and authentication, cryptographic encryption mechanisms, isolation of data transmission 

channels, digital identification of components, and integrity verification of algorithmic modules before each 

launch [216, 217]; 

have behavioural anomaly detection algorithms capable of real-time identification of non-standard, 

harmful or potentially dangerous activity of a user, administrator or external digital agent, as well as detect 

indicators of internal sabotage (including deliberate training of the system on toxic or false data) [218]; 

provide access control to critical functions, using multi-factor authentication, role and authority 

matrices, mandatory logging of all actions, automatic notifications of attempts to violate access policies, 

and the ability to immediately block the account [219]; 

provide for regular security updates implemented through automatic patch distribution systems, 

compatibility testing of new modules, saving backups of stable versions, mechanisms for rolling back 

changes in case of vulnerability detection, and automatic scanning for zero-day exploits [220]. 

Resilience is a mandatory criterion for the accreditation of critical digital systems, and their level of 

resilience is subject to annual confirmation through independent audits and the publication of public reports 

on all confirmed incidents that occurred during the reporting period. 

21.5 Manufacturers, suppliers, integrators and operators of AI systems have direct legal, 

organizational and reputational responsibility for the implementation and continuous improvement of risk 

management systems covering the entire life cycle of the system — from the conceptual design phase 

through the development, testing, launch, operation, upgrade phase to the final retirement phase. 

The risk management system should include: 

− identification and classification of potential threats at each stage of the life cycle; 

− development of mechanisms for reducing and levelling risks (mitigation strategies); 

− regular updating of risk matrices in accordance with new technological conditions, threats or 

operational experience; 

− appointing responsible persons for risk management in each key unit or chain of operation; 

− creation of internal mechanisms for early warning of incidents (early warning systems), as well 

as crisis response procedures. 

All actual incidents and detected circumstances that could potentially pose a threat to the life, health, 

rights, freedoms or safety of users, society or the state are subject to mandatory immediate notification to 

the National Centre for Monitoring the Safety of Artificial Intelligence. 

The message must contain: 

− initial technical assessment of the incident; 

− analysis of the causes and vulnerabilities that caused the incident;  

− description of the urgent measures taken to neutralize and prevent the consequences; 

− an action plan to prevent the recurrence of similar incidents in the future. 

The fact of failure to submit or intentional concealment of information about the incident is the basis 

for the application of sanctions, revocation of certificates, temporary suspension of activities and inclusion 
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in the register of violators in the field of critical digital technologies in accordance with this Code and other 

national laws. 

21.6 The central executive body in the field of AI is obliged to to develop, regularly update and 

implement the National Catalog of Safety Standards in accordance with the established procedure, 

reliability and stability of AI systems is an integrated regulatory and technical act containing mandatory 

norms, methods, procedures, technical regulations and control criteria. 

The catalog includes: 

− mandatory standards for the architecture, testing, auditing, and maintenance of high-risk AI 

systems; 

− methods of stress testing, threat modelling, functional viability, operational and cyber resilience 

testing; 

− requirements for incident management, failure investigation procedures, reporting and response 

protocols; 

− recommendations for interoperability, secure updates, encryption and configuration of redundant 

mechanisms;  

− typical templates of technical and legal documentation, certificates of conformity, certification 

scenarios, ISO/IEC compliance matrices. 

The National Catalog is mandatory for all suppliers, developers, integrators and operators of high-

risk AI systems, as well as for state bodies that exercise control in this area, operating on the territory of the 

State. Failure to comply with it entails administrative, financial or institutional liability in accordance with 

digital security legislation. 
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CHAPTER 22. THE PRINCIPLE OF ACCOUNTABILITY AND RESPONSIBILITY 

IN THE FIELD OF AI 
The principle of accountability ensures the mandatory legal, ethical and social responsibility of the 

actors involved in the creation, use and supervision of artificial intelligence systems. It provides for the 
establishment of clear, transparent, formalized and personalized responsibilities regarding the results and 
impact of the functioning of algorithmic systems, including legal, technological, ethical and social risks. 

At each stage of the AI system's life cycle — from exploratory design, data acquisition and 
processing, model training, testing and validation, to implementation, practical use, modifications, 
maintenance and decommissioning — the responsible entity or group of entities must be clearly defined 
with the fixation of the boundaries of responsibility, role in the system architecture and the level of access 
to the parameters of algorithmic decisions. 

All persons, organizations, institutions or enterprises involved in the creation, integration, supply or 
operation of AI systems are required to implement and ensure the functioning of structured accountability 
mechanisms. This includes: the creation of responsible departments (responsibility office) in the internal 
organizational structure; maintaining complete documentation of each phase of the life cycle; systematic ethical 
and technical reporting, on human rights, safety and non-discrimination; ensuring transparent interaction with 
state regulators, consumers, affected persons, supervisory authorities and civil society representatives. 

The accountability of an AI system goes beyond a technical or administrative tool and includes legal, 
ethical, social, and reputational responsibility for every decision made by or based on an algorithmic 
system. In case of damage to an individual, legal entity or public or state interests, liability arises within 
the relevant stage of the AI life cycle and depends on the role, control, responsibilities and degree of 
prudence of each of the participants. 

Legal responsibility is distributed between the developer (architecture, algorithms, data); supplier 
(configuration, installation, compliance with instructions); operator (operation, parameter changes, 
supervision); by the subject that manages the data (data owner) — for the legality, quality and objectivity 
of the data sets used. In cases of joint liability, a joint or proportional distribution model with the right of 
recourse claims between subjects is allowed. 

A centralized Register of responsible subjects of artificial intelligence systems is created and 
operates in the State. It must record legal entities and individuals — developers, suppliers, operators; 
authorized persons for liability management; results of audits, certifications, ethics control; structural 
descriptions of areas of responsibility within the organization; information on documented violations, 
complaints, regulatory measures and sanctions, indicating dates, responsible persons and decisions made. 
The Register is open for public access in the part that does not contain personal or protected data, with a 
secure digital interface and category search functionality. 

Failure to comply with the principle of accountability entails legal liability in the form of civil 
(compensation for damages), administrative (fines, orders, suspension of activities), disciplinary 
(dismissal, deprivation of special clearance, revocation of permits or certificates) and criminal (in case of 
fraud, discrimination, violation of human rights or harm to life, health or safety), depending on the severity 
of the offense. In addition, by the decision of the authorized body, additional measures of influence may be 
applied, in particular: prohibition of the operation of the relevant system, inclusion of the subject in the 
Register of Digital Rights Violators, blocking participation in public tenders or international partnerships, 
revision or cancellation of previously issued permits, grants or contracts. 

The principle of accountability ensures the functioning of the artificial intelligence system within the 
framework of democratic control, social trust, transparency and the rule of law. 

The principle of accountability implies the presence of clear, transparent and structured responsibility 
of all actors involved in the creation, deployment, use and maintenance of artificial intelligence systems. 
This means that at every stage of the AI system's life cycle — from exploratory design, data collection, 
processing, and legitimacy, model training, testing, and validation, to implementation, update and 
adaptation, daily operation, and modification — there must be a clearly identified entity responsible for the 
consequences of the algorithmic system's action or inaction. 
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Accountability encompasses: 
responsibility for the content, quality and legality of the data used to train models [221]; 
legal and regulatory responsibility for design decisions in the system architecture that have a direct 

impact on its behaviour and consequences [222]; 
ethical and social responsibility for the way AI systems are implemented and applied in environments 

where risks to human rights or public welfare may arise; 
reputational and institutional responsibility for transparency, openness to oversight, providing 

explanations and remedying harm if it occurs [223]. 
The principle of accountability requires the implementation of a systemic multi-level management 

model, where each participant in the AI ecosystem acts within its authority, but is responsible to society, 
regulator, user and other stakeholders for their own role in the functioning of the algorithmic environment. 

All entities involved in the creation of, implementation, maintenance or commercialization of 
artificial intelligence systems, are obliged to ensure the effective functioning of accountability mechanisms 
by taking the following measures: 

detailed documentation of each phase of the AI system lifecycle, including the stage of data collection 
and cleaning, architectural design, rationale for the choice of algorithms, training, testing, implementation, 
modification, update, and decommissioning processes. Documentation must be stored in secure audit 
repositories and be available for supervision by authorized bodies;  

creation of a separate accountability office (office) in the structure of each organization working with AI 
systems, who has defined powers to monitor algorithmic decisions, assess risks, handle complaints, maintain an 
ethical journal of decisions (AI Ethics Logbook) and interaction with the regulator and the public; 

providing effective and accessible feedback procedures for users, affected or stakeholders, including:  
(a) a system for receiving complaints and requests; 
(b) procedures for reviewing or cancelling results; 
(c) clearly defined mechanisms for compensating for damage caused by the incorrect operation of 

artificial intelligence systems;  
(d) the ability to apply to an independent ombudsman for artificial intelligence; 
mandatory external independent accountability audits (accountability audits) at least once a year, 

with the involvement of certified conformity assessment bodies that carry out the audit: 
(a) effectiveness of the risk management system; 
(b) compliance with legislation and ethical standards; 
(c) the level of public transparency, accessibility of reporting and incident response mechanisms. 
The results of audits are published in the public domain, considering confidentiality and security 

requirements. 
22.1 Legal liability for damage caused to individuals, legal entities or public law institutions because of 

the action or inaction of the artificial intelligence system is determined according to the principle of differentiated 
liability attribution and depends on the stage of the life cycle and as a result of whose actions or omissions this 
damage occurred. The distribution of responsibility is carried out considering the role, control over the system, 
due diligence and the level of impact on the parameters of the AI system [224, 225]. 

Including: 
per developer (developer of the software core, architecture, algorithms, language models or machine 

learning tools) — in cases where the damage is caused by design errors, flaws in the algorithm's logic, 
inexplicability or opacity of the model structure, lack of bias tests, or the use of defective, unrepresentative 
or distorted training data; 

for a supplier (technological integrator, vendor, service distributor) — in case of poor-quality 
installation, incorrect configuration, non-compliance with technical instructions, non-compliance with 
certification or standardization requirements, violation of licensing conditions or placement of the system 
in an inappropriate environment without proper testing; 

to the operator (institution, enterprise, public or private entity that manages the AI system in the 
process of its practical use) — if the damage occurred as a result of violation of the instructions for use, 
change of initial parameters without additional certification, inadequate response to risk warnings, or due 
to the absence or inadequate human oversight, where it was necessary [226]; 
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to the data owner or provider — in cases where illegally collected, technically distorted, knowingly 
falsified, biased, or insufficiently representative data was used, which led to erroneous or discriminatory 
decisions by the AI system. 

In the case of joint fault or interrelated violations, liability is defined as joint and several or 
proportional depending on the level of influence of each of the participants. The division of responsibility 
does not exclude the right of the victim to apply to any of the perpetrators with a subsequent recourse claim 
for compensation (right of recourse) between the responsible subjects of the chain of creation and operation 
of the AI system [227]. 

22.2 A nationwide Register of Responsible Subjects of Artificial Intelligence Systems is being 
created, maintained and implemented — a centralized digital database containing up-to-date, verified and 
structured information on all entities responsible for creating, implementing, operating or auditing AI 
systems in the State. 

This Register must record: 
legal entities, individual entrepreneurs, institutions and organizations that are developers, suppliers, 

operators or administrators of AI systems; 
authorized persons for liability management, their official means of communication and defined powers; 
information on the completion of conformity assessment procedures, audits, certifications, licensing, as 

well as the results of accountability and ethics audits, indicating the dates and bodies that carried them out; 
documented structures of responsibility within the organization (subordination, functional 

distribution, control mechanisms); 
Officially recorded cases of incidents, violations, recourse claims, or administrative sanctions applied 

to the subject during the last three years, indicating the legal bases. 
The Register is open to the public through a secure digital portal integrated into the system of the 

National Register of e-Governance, in the part that does not contain personal or protected data, in 
accordance with the legislation on personal data protection and state secrets. Public oversight institutions, 
state regulatory authorities, consumers and human rights organizations have the right to view and filter data 
into certain categories. 

The inclusion of a record of the responsible entity in the Register is a prerequisite for obtaining 
permission to deploy a high-risk AI system in the public sector or any area that has a significant public 
impact (medicine, education, justice, law enforcement, etc.). 

22.3 Failure to comply with the principle of accountability in the field of artificial intelligence 
entails individualized legal responsibility in the forms provided for by the current legislation of the State 
and international legal acts. Types of liability include: 

civil liability (compensation for material or moral damage, compensation for losses, compensation 
for lost profits, restitution); 

administrative liability (fines, orders to eliminate violations, temporary suspension or restriction of 
activities); 

disciplinary liability (dismissal of responsible persons, deprivation of access to critical 
infrastructures, cancellation of certificates of conformity or permits); 

criminal liability (for intentional actions using AI systems for the purpose of fraud, discrimination, 
violation of human rights, illegal data collection, or harm to life, health or safety). 

In addition, depending on the degree of threat and the nature of the violation:  
a temporary or indefinite ban on the operation of the relevant AI system may be applied; 
by the decision of the authorized body, licenses, certificates of conformity and permits for access to 

high-risk applications may be revoked or revoked; 
the subject must be entered into the Register of Violators of Digital Law, with the publication of information 

about the type of violation, decisions of regulatory authorities and the consequences that have occurred; 
The presence of an entry in the Register of Violators is a legal basis for temporarily blocking the 

entity's participation in public tenders, international partnerships, as well as for initiating procedures for 
reviewing already issued permits or grants. 
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CHAPTER 23. THE PRINCIPLE OF HUMAN-CENTRICITY IN AI SYSTEMS 
The principle of human-centeredness is a fundamental ethical and legal basis for the functioning of 

artificial intelligence systems, which guarantees the priority of dignity, Autonomy, human rights, freedoms, 

privacy, security, and well-being in the processes of designing, deploying, using, and monitoring AI 

systems. No artificial intelligence system can replace or eliminate human moral and legal responsibility in 

contexts with profound social, legal, or humanitarian implications. 

AI systems should be designed and function as auxiliary tools that reinforce human decision in all 

areas of societal importance, rather than replace it. This approach requires adaptability to the individual 

needs of users, sensitivity to the context of interaction, and respect for cultural, linguistic, age, gender, 

psycho-emotional and social diversity. In all cases, AI systems must support a meaningful human decision, 

especially in the areas of health, justice, education, social protection, and security. 

Any decision formed or supported by the AI system must remain under effective, timely and legally 

enshrined human control with the right to intervene, suspend, cancel or appeal. The use of artificial 

intelligence systems in full autonomy modes in high-risk human rights contexts is prohibited. Human-in-

the-loop, human-on-the-loop or human-in-command interaction models or other equivalent models of 

human supervision are mandatory. The use of such systems in public administration, justice, social policy, 

health or security is allowed only if there are documented control procedures, intervention mechanisms 

and effective appeal channels. 

Each person is guaranteed the following digital rights according to the principle of human-

centeredness: 

the right to be informed in advance about the participation of the AI system in decision-making that 

may affect its rights, freedoms or obligations (AI disclosure); 

the right to an understandable explanation of algorithmic logic and influencing factors in an 

accessible form, considering the level of awareness of the user (right to explanation); 

the right to prohibit the use of their personal or biometric data in the absence of proper legal basis 

or consent; 

the right to protection from hidden neurobehavioral influences, manipulative targeting, or digital 

exploitation of user vulnerabilities; 

the right to an alternative human decision (human review), as well as to fair compensation and 

restoration of violated rights. 

In the field of development and implementation of AI systems, functioning in socially sensitive 

industries, the implementation of the principle of human-centeredness requires the involvement of future 

users, NGOs, vulnerable groups and professional communities to the processes of design, testing, model 

fairness analysis and social impact assessment. Systematic ethical examination is necessarily carried out 

at all stages of the life cycle of the system. Only a depersonalized approach to the user as a statistical object 

without considering his individual characteristics is prohibited. Empathic design is recognized as an 

indispensable element of such systems. 

Confirmation of human-centricity is recognized as a prerequisite for certification, licensing and 

operation of AI systems in the State. For this purpose, the National Methodology for Assessing Human-

Centeredness is created and applied, which contains criteria for compliance with human rights, ethical 

standards of international organizations, as well as requirements for the functionality of AI systems. These 

requirements include transparent informing users; functions of safe self-shutdown and effective human 

intervention; interfaces adapted and inclusive to the characteristics of different user groups; mechanisms 

for the participation of human rights organizations and public institutions in certification procedures. 

Human-centricity is recognized as a basic condition for the legitimacy of artificial intelligence 

technologies in a democratic society and a fundamental principle of ethical law and order in the digital 

environment. 

23.1 The principle of human-centricity is recognized as a fundamental ethical and legal basis for 

the functioning of artificial intelligence systems, which establishes the obligation that all actions related to 
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the development, implementation, use and supervision of AI are primarily focused on respecting and 

strengthening human dignity, autonomy, rights, freedoms, privacy, security and well-being of humans [228]. 

It is prohibited to use AI systems in a way that depersonalizes, devalues or replaces the role of a 

person in decision-making processes, especially in areas that have significant moral, ethical, legal or social 

consequences (justice, healthcare, education, social protection, law enforcement, etc.) [229]. 

A human-cantered approach requires ensuring that AI systems are sensitive to human needs, 

individual differences, cultural contexts, as well as the ability to transparently, understandably interact and 

adapt to the user. In all cases, AI systems should remain supporting rather than replacing human decision-

making, especially when it comes to issues of life, health, freedom, justice, or dignity [230]. 

All decisions made by artificial intelligence systems must remain under effective and legally 

enshrined human control, be subject to verification, evaluation, and possible appeal. It is prohibited to use 

artificial intelligence systems in a mode when decisions with high legal, social, ethical or psycho-emotional 

consequences are made completely automatically without human involvement at any stage. 

The following approaches are mandatory: 

- Human-in-the-loop — a person is directly involved in the decision-making process [231, 232]; 

- Human-on-the-loop — a person monitors and can intervene or stop a decision[233]; 

- human-in-command — the person retains priority and has the final right to make or reject 

decisions [234, 235]; 

- or other equivalent models of human oversight recognized by international standards. 

AI systems operating in the areas of public administration, justice, healthcare, security, child 

protection, social services, or human behaviour assessment are not allowed to be used without a documented 

human control procedure, suspension mechanisms, and effective appeals channels. 

Human supervision must be real and effective, provide the ability to influence the outcome, ask 

questions, analyse the logic of the decision made, have the authority to cancel or change it, and be 

responsible for the intervention carried out. 

23.2 The principle of human-centeredness guarantees every person who interacts with an artificial 

intelligence system inalienable digital rights aimed at protecting their autonomy, freedom of choice and 

security. In particular, all users, consumers or individuals affected by AI solutions have the right to: 

clear, timely and understandable information about the use of the AI system in the decision-making 

process, with the obligatory indication that the result is formed by an automated tool, the definition of the 

responsible person and the specific amount of algorithmic participation (right to AI disclosure) [236]; 

Full access to the explanation of the logic, principles, variables, evaluation methods and justifications 

behind the automated decision in a form understandable to a non-professional user, with the provision of a 

multi-level explanation - technical, ethical and practical (right to explain) [237]; 

the ability to reasonably or unconditionally opt out of the use of their personal, sensitive or biometric 

data for the purpose of training, adapting or improving AI models, unless such processing is based on a 

direct legal basis, public necessity or voluntary informed consent; 

protection against covert influences, neurobehavioral manipulation, subliminal stimuli, or forms of 

behavioural targeting by AI systems, especially in educational, medical, political, or law enforcement 

environments; 

a guaranteed alternative — a re-examination of the automated decision by a competent person 

(human review), the right to file a complaint and receive a reasoned response, as well as the right to a fair, 

proportionate and humane restoration of the violated right or condition in case of negative consequences of 

the AI system [238, 239]. 

23.3 When developing, implementing and testing artificial intelligence systems designed to 

function in socially sensitive areas — such as healthcare, education, justice, social protection, protection of 

children's rights — the principle of human-centeredness is implemented not declaratively, but through 

specific procedural and institutional mechanisms that guarantee that human needs are taken into account at 

each stage of the life cycle of the system. 
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In particular, this involves: 

ensuring the active participation of future users, representatives of civil society, vulnerable groups, 

patients, students, teachers, human rights defenders in the process of design thinking, testing, validation of 

models and analysis of the impact of decisions, which is the implementation of the principle of participatory 

design as an ethical and democratic standard; 

systematic ethical review at all stages of the AI life cycle — from functionality planning to algorithm 

updates and adaptations, with the involvement of independent multidisciplinary commissions consisting of 

experts in the field of ethics, psychology, law, technology, and representatives of the public (ethics by 

design); 

prohibition of depersonalized decisions that treat a person exclusively as a carrier of parameters or a 

statistical unit, without considering his individuality, context and dignity. Models should consider 

individual effects on a specific individual, not just an aggregated statistical group; 

introduction of standards of empathic interaction, including sensitivity to language, cultural 

background, social status, age, gender, psycho-emotional state of the user;  

providing interfaces that are accessible, user-friendly, respectful and inclusive of the cultural, 

linguistic, social, age and gender diversity of users. 

23.4 The human-centricity of AI systems is subject to mandatory confirmation at each stage of 

certification, registration and verification of compliance by applying clearly defined indicators and 

procedures. To this end, the Central Executive Body in the field of AI approves, implements and ensures 

the application of the National Methodology for Assessing Human-Centricity, which is a mandatory 

element of the overall process of licensing, certification and risk assessment. 

The methodology includes the following key elements: 

verification of the compliance of the AI system with the principles and standards of human rights, 

the norms of the Constitution of the State, the provisions of the Universal Declaration of Human Rights, 

the European Convention on Human Rights, as well as recommendations and guiding documents of the 

Council of Europe, UNESCO and the UN on the ethics of artificial intelligence; 

- expert analysis of the clarity, intuitiveness and accessibility of user interfaces, considering the 

age, language, educational, mental and physical characteristics of different social groups, with a special 

focus on ensuring accessibility for people with disabilities, the elderly, minors and users with low digital 

literacy; 

- availability of functionality in the AI system that provides: 

(a) emergency self-shutdown/suspension of AI at the request of a user or administrator (emergency 

off) [240]; 

(b) guaranteed possibility of human intervention at every critical stage of decision-making (human 

override) [241]; 

(c) Ensuring transparent communication on data sources, processing methods, decision logic, and 

possible risks (transparent feedback) [242]; 

- participation of representatives of civil society, human rights organizations, ethics councils, 

academic institutions, as well as users with experience with AI systems as a member of the certification 

commission, with the right of an advisory vote and the possibility of submitting a separate opinion, which 

is subject to mandatory consideration in the materials of the certification process. 
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CHAPTER 24. THE PRINCIPLE OF LEGITIMACY AND CONSTITUTIONALITY 
The use of artificial intelligence systems on the territory of any State is allowed only if they comply 

with the Constitution or the Basic Law of this State, laws and other regulations adopted in accordance with 

it, international treaties, consent to be bound by which has been granted by the relevant national 

authorities, as well as fundamental principles of law, in particular the rule of law, legal certainty, 

prohibition of abuse of law and good faith. 

It is prohibited to introduce, use or support the functioning of any artificial intelligence system if its 

activities violate human rights and freedoms guaranteed by the Constitution or the Basic Law of the state, 

lead to the undermining of the foundations of the constitutional order, attempts to usurp power, interfere 

with the independence of the judiciary or manipulate democratic procedures, and are carried out without 

an adequate legal basis, preliminary impact assessment, independent expert opinion and effective 

mechanisms public control. 

No public authority at the national or local level, as well as no legal or natural person, regardless 

of the form of ownership and organizational and legal status, has the right to use artificial intelligence 

systems in a way that contradicts the principles of the separation of powers, the independence of the 

judiciary, the autonomy of local or regional governments, as well as undermines or jeopardizes the 

independence and proper functioning of representative bodies of state power,  including national 

parliaments or other higher representative bodies. 

24.1 The use of artificial intelligence systems on the territory of the state is allowed only under the 

conditions of compliance with all current norms of national legislation, including the Constitution as the 

Basic Law that has the highest legal force, as well as international legal obligations undertaken by the state 

in accordance with international treaties, the consent to be binding of which was granted in accordance with 

the established procedure. The use of artificial intelligence systems must fully comply with the principles 

of the rule of law, which implies the subordination of all subjects — both public authorities and private 

individuals — to legal norms, ensuring stability and predictability of legal regulation, as well as 

guaranteeing judicial protection in case of violation of rights. 

In addition, the functioning of such systems must comply with the principle of legal certainty, which 

requires clear and transparent rules that regulate the implementation, operation and responsibility for the 

consequences of the use of AI [243, 244]. At the same time, any use of artificial intelligence aimed at abuse 

of law, manipulative interpretation of norms or creating situations of legal uncertainty is prohibited. All 

participants in legal relations in the field of artificial intelligence are obliged to act in good faith, respecting 

the rights of other persons and strictly adhering to the principle of the presumption of good faith, according 

to which each action of the subject is considered lawful until proven otherwise in accordance with the 

procedure established by law [245, 246]. 

24.2 It is prohibited to introduce, use or support the functioning of any artificial intelligence system 

on the territory of the state if such a system directly or indirectly violates human rights and freedoms 

guaranteed by the Constitution, as well as undermines or threatens the foundations of the constitutional 

order, including the principles of democracy, the rule of law, the independence of the judiciary, the 

separation of state power into legislative, executive and judicial, as well as other fundamental principles of 

the democratic system [247, 248, 249]. 

In particular, it is unacceptable to use AI systems in a way that may lead to usurpation of power or 

unconstitutional redistribution of powers between branches of government, manipulation of electoral and 

electoral processes using digital technologies, undermining the independence of the court, restricting or 

distorting access to justice, or establishing monopolies on information in the digital environment [250, 251]. 

Especially dangerous are cases when AI systems are used without a proper legal basis, i.e. without clear 

regulatory regulation of their functioning, without conducting a preliminary comprehensive assessment of 

legal, ethical, security and social risks, without an independent expert opinion on their compliance with 

constitutional standards, as well as without a proper procedure for public control, open discussion and 

involvement of stakeholders [252, 253]. 
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The use of artificial intelligence systems in the field of public administration without ensuring 

openness, accountability, and citizen participation undermines the legitimacy of state decisions, the 

transparency of the functioning of democratic institutions, and trust in public authorities. The ban on the 

introduction of AI systems that violate constitutional values is unconditional, does not allow exceptions and 

is subject to mandatory control both by authorized state bodies and through judicial protection and civil 

supervision [254]. 

24.3 No public authority or public administration body at the national or local level, nor any legal 

or natural person — regardless of the form of ownership, subordination, or sources of funding, has no right 

to use artificial intelligence systems in a manner that is contrary to the principle of separation of powers, 

undermines the independence of the judiciary, limits the autonomy of local or regional governments, or 

encroaches on the independence and proper functioning of representative bodies of state power, including 

national parliaments or other higher representative institutions. 

It is unacceptable to delegate critical functions of governance, law-making or judicial proceedings to 

autonomous or semi-autonomous digital systems if this leads to the formal or de facto replacement of the 

subject of authority with a digital agent that is not under the control of society, law and constitutional 

oversight [255]. This applies to algorithmic decisions on the distribution of budget funds, administration of 

social services, adoption of administrative or judicial decisions, processing of electoral information, 

assessment of the effectiveness of public authorities, etc[256]. 

The use of AI systems for modelling, forecasting or influencing political processes, parliamentary 

activities, the course of court proceedings or the activities of local or regional government bodies is allowed 

only in the form of an auxiliary tool that does not go beyond the competence of the relevant bodies and 

does not interfere with the decision-making process that belongs to the exclusive competence of a person 

as a bearer of political, judicial or administrative responsibility [257, 258, 259]. Thus, AI cannot replace a 

member of parliament or other supreme representative body, nor a judge, nor the head of a local or regional 

government body, including in the form of a consultation or information algorithm, if this contradicts the 

constitutional nature of their functions [260, 261, 262]. 

24.4 The state guarantees the existence of effective legal mechanisms that provide any individual 

or legal entity, including public associations, journalists, human rights defenders and scientists, with the 

opportunity to initiate an independent legal review of the legality of the implementation, use or operation 

of any artificial intelligence system in the public sector. Such an audit may have an administrative, judicial 

or expert-analytical form and is provided on accessible terms in case of reasonable suspicion of violation 

of constitutional human rights and freedoms, principles of good governance, transparency or accountability. 

Initiation of the check can be carried out by: 

submission of an appeal to the authorized national body for the protection of human rights or digital 

rights regarding the violation of a person's rights or improper human oversight of digital processes; 

appealing administratively or judicially against decisions of public authorities regarding the 

implementation of AI systems; 

making requests for public information on the use of AI in the activities of public authorities, 

including access to descriptions of algorithmic processes, impact assessments and technical documentation; 

use of parliamentary or representative control mechanisms, in particular by initiating hearings, 

appeals of members of parliament or the creation of temporary control commissions; 

initiating investigations or analytical checks through public or expert institutions. 

Everyone has the right to protection against opaque or potentially harmful algorithmic practices, 

including in areas such as the assignment and administration of social benefits, medical or educational 

decision-making, automatic sorting of documents in administrative processes, and the use of AI in the field 

of security and control. Such controls should ensure the effective participation of civil society in digital 

governance, maintaining a balance between innovation and accountability. 
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CHAPTER 25. THE PRINCIPLE OF HUMAN DIGNITY 
Human dignity is recognized as an inalienable, supreme, and unconditional value in the digital age 

and is subject to unquestioning protection at all stages and in all forms of the life cycle of artificial 

intelligence systems — from conceptual design, technical development, model training, operation, 

maintenance, modernization to their decommissioning. 

Any artificial intelligence system operating or proposed for use in the state must be created, tested 

and applied with full respect for the human personality, his bodily, psychological, moral and digital 

integrity, privacy, freedom of self-determination, autonomy of will and cultural uniqueness. 

The use of artificial intelligence systems is prohibited: 

in order to humiliate human dignity, dehumanize a person, devalue him, discredit him or reduce 

(reduce) the individual exclusively to digital parameters (profiles, ratings, classifications); 

for the creation, modelling, generation or public use of so-called "digital twins" (virtual 

reconstructions or simulations of a real person) without the explicit, voluntary, informed and personalized 

consent of such a person; in the case of posthumous modelling, without an expression of will recorded 

during lifetime or the permission of a legal representative, if such use may harm the reputation or dignity 

of a person; 

to collect, analyse, process, store or transmit intimate, deeply personalized, biometric or other 

sensitive data without the explicit, informed and documented consent of the individual, based on a full 

understanding of the purposes and consequences of the processing. 

To establish the highest value of human dignity in the digital environment, the state undertakes: 

ensure the creation and implementation of codes of ethics, standards of digital mutual respect, ethical 

responsibility procedures and mechanisms for legal response to violations of dignity in the field of artificial 

intelligence; 

to promote the development of a digital culture of dignity in educational institutions, public 

administration bodies, the media, on electronic platforms and in the field of open data; 

to support the formation of a responsible technological environment, where each stage of the 

creation and use of AI is evaluated through the prism of human dignity as the highest constitutional value. 

25.1 Human dignity is recognized as a supreme, inalienable and inviolable value that has absolute 

priority in any process related to the design, training, implementation, use or improvement of artificial 

intelligence systems. It cannot be compromised for the sake of innovative efficiency, convenience, resource 

optimization or technological dominance. In the digital environment, this means that neither public nor 

private actors can create or exploit algorithms that directly or indirectly violate, nullify or ignore the dignity 

of a person as a unique, morally autonomous entity [263, 264]. 

Within the framework of this principle, dignity is not reduced to the status of only a legal category 

but appears as a fundamental reference point of digital humanism, which determines the permissible limits 

of the development of artificial intelligence in society. Its protection means not only a formal ban on 

humiliation of a person, but also a proactive obligation of the state, developers and users of AI to ensure 

conditions under which no person will become the object of technical reduction, psychological depreciation 

or symbolic exclusion [265]. 

25.2 Any artificial intelligence systems that have the potential to interact with the physical, 

psychological or informational characteristics of a person must be created and operated with full respect 

for the bodily, psychological, emotional and digital integrity of everyone. Such respect includes guaranteed 

refraining from any actions that may cause humiliation, disorientation, emotional exhaustion, or create a 

sense of vulnerability or helplessness of the person before the algorithmic system [266]. 

Interface design is carried out in such a way as to avoid implicit influence on user behaviour through 

framing (hidden choice construction), manipulative UX design, emotional reading without consent, or 

exploitation of the user's cognitive and neuropsychological vulnerabilities [267]. Special protection is 

provided to vulnerable categories of persons — children, persons with mental illnesses or disorders, victims 

of violence and other groups for whom any form of digital contact can become a source of retraumatization 

or a new form of humiliation [268]. 
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In addition, each artificial intelligence system or algorithmic module must contain a mechanism for 
assessing the impact on dignity — regardless of whether it is a chatbot, a generative model, or video 
surveillance systems. Such an assessment is a prerequisite for the legitimacy of the functioning of the AI 
system, and its absence is the basis for termination of the operation of the relevant system [269]. 

25.3 To prevent the dehumanizing use of AI, the following prohibitions are directly established: 
1. It is prohibited to use artificial intelligence systems for the purpose of humiliating, discrediting, 

satirically ridiculing or objectifying a person, his body, voice, language, sex, ethnic origin, nationality, 
accent, age, sexual orientation, profession, religion or political beliefs. This applies to both text content and 
visual models, deepfake videos, generative avatars, or other forms of digital reconstruction. The 
admissibility of such use is assessed taking into account the public interest and the need to ensure a balance 
of rights. 

2. It is prohibited to create and use so-called "digital twins" of a person (including his face, gait, 
voice, intonations, manners, favourite expressions, gestures or writing style) without the direct, voluntary, 
specially confirmed consent of this person - during his lifetime or through his legal heir or successor after 
death. The enhanced legal protection regime applies in cases where a digital replica of a person is created 
in the context of memorialization, historical reconstruction, public impact or commercial exploitation. Such 
practices are recognized as incompatible with human dignity if they lead to memory distortion, distortion 
of reputation, or manipulation of the audience's emotions. 

3. It is prohibited to process intimate, sexually sensitive, biometric, medical, religious or ideological, 
as well as psycho-emotional data without the direct, specially confirmed, informed and lawfully 
documented consent of the person. Such consent cannot be implicit, general or conditional. It must consider 
the specific purpose, duration, scope and level of algorithmic processing. The use of such data in generative 
models, behavioural forecasting systems, advertising or risk assessment is legal only if a high level of 
ethical transparency is ensured, the right to withdraw consent is guaranteed, and the subject is fully 
controlled [270, 271]. 

25.4 The state undertakes to develop and implement a comprehensive policy for the establishment, 
guarantee and protection of human dignity in the digital environment, covering the educational, 
administrative, institutional, communication and technical and legal levels. For this purpose, the state 
provides: 

1. Development and implementation of codes of digital integrity that form ethical guidelines for 
developers, providers, and users of AI systems, as well as establish standards of respect, digital restraint, 
non-violent speech, and humane interaction in the online space. Such codes should have regulatory support 
and public accessibility, be subject to annual independent peer review, and be mandatory for 
implementation in the public sector. 

2. Institutionalization of digital ethics as an interdisciplinary element of education, in particular the 
integration of the principles of protection of dignity, autonomy, privacy, and psycho-emotional well-being 
into educational programs at all levels, from school to higher. The pedagogical community should be 
prepared to teach ethical dilemmas related to AI based on science-based and culturally sensitive scenarios. 

3. Creating a public culture of dignity in the digital space, which includes information campaigns, 
popularization of ethical models of digital behaviour, promotion of the principle of respect for the individual 
in public discourse, media and visual environment. Such a culture includes the responsibility of civil 
servants, public figures, bloggers and influencers for the algorithmic impact they have on the audience. 

4. Formation of mechanisms for monitoring and reporting on the implementation of the principle of 
dignity in digital policy. This includes the creation of an independent Council on Digital Dignity at the 
National Human Rights Institute or other equivalent body, the introduction of indicators of compliance of 
digital services with the principle of human dignity, as well as annual public reporting to the government 
or other competent executive body on the state of protection of dignity in the field of artificial intelligence. 

5. Ensuring that no state or municipal AI system can be implemented without a prior assessment of 
its impact on human dignity with the participation of civil society representatives, ethics councils and 
experts in the field of digital rights. Such an assessment should be public, open to discussion and 
independent analysis. 
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CHAPTER 26. THE PRINCIPLE OF CONTINUOUS ETHICAL EXAMINATION 
All artificial intelligence systems that are used in areas that can affect human rights, public safety, 

public policy, democratic processes, health, education, the environment or human dignity are subject to 

mandatory ethical examination. 

Ethical due diligence of AI systems should be a continuous process that accompanies and controls 

all stages of their life cycle — from design and training to deployment, scaling, upgrade, and 

decommissioning. 

It is the responsibility of the AI developer, supplier, and operator to ensure the involvement of ethics 

boards, interdisciplinary commissions, or independent experts at every stage of using systems that pose a 

high ethical risk. Ethical expertise covers: 

risks of manipulation, control and distortion of behaviour; 

risks of interference in personal life; 

disproportionate or disproportionate impact on certain social groups; 

disturbing the balance between innovation and public trust. 

The results of the ethical examination should be transparent, publicly available, documented in the 

form of digital audits, ethical reports or certificates of conformity, as well as contain clear indicators of 

ethical admissibility, identification of risks and the level of interference with human autonomy. 

26.1 Ethical examination is not an optional or consultative procedure, but acts as a mandatory tool 

for preventing harm, human rights violations, discrimination, social destabilization or dehumanization [272]. 

It applies to systems that affect the life, health, human dignity, privacy, security or expression of the will 

of individuals. Ethical expertise is also applied to AI systems that operate in the field of justice, defense, 

information management, education, ecology and other socially significant environments [273, 274]. 

The traditional model of one-time approval at the launch stage is recognized as insufficient. Instead, 

a mandatory model of ethical monitoring is established, which includes: 

- preliminary (pre-operational) examination, 

- periodic (current) revaluation, 

- retrospective (post-operational) verification of the impact of the AI system on the real living 

conditions and activities of individuals. 

This provision is intended to ensure that even minor changes to the architecture, training data, or 

application modes of the system do not cause ethically unacceptable consequences. 

26.2 There is a regulatory obligation for developers, suppliers, distributors and operators to involve 

interdisciplinary commissions in the process of ethical support, which should include specialists in law, 

ethics, sociology, philosophy, psychology, cybersecurity, ecology and protection of digital rights and data. 

For high-risk systems, the involvement of external independent experts is mandatory. 

The results of the ethical examination cannot be hidden or restricted in access to the public. They 

should be drawn up in a standardized form: 

- ethical passport of the system; 

- certificate of compliance with ethical standards; 

- digital register of ethical status; 

- risk indicator system (traffic light model) [275]. 

Such documents are used as a means of public control, the subject of legal analysis, as well as a 

criterion for public procurement, accreditation and certification [276]. 
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CHAPTER 27. THE PRINCIPLE OF EQUALITY AND IMPARTIALITY IN ACCESS 

TO ALGORITHMIC OPPORTUNITIES 
All persons staying on the territory of the State, regardless of citizenship, social status, place of 

residence, language affiliation or other characteristics, have the right to equal access to technological 

opportunities, digital services, information resources, educational platforms and algorithmic solutions of 

public importance, created using artificial intelligence systems. 

The right to equal access is guaranteed regardless of citizenship, sex, age, state of health, language, 

region of residence, economic situation or any other characteristic. Any actions, decisions or policies that 

directly or indirectly restrict access to AI systems are prohibited. 

It is prohibited to deliberately narrow functionality for certain groups, create interfaces or 

architectures that make it impossible or significantly difficult to use for certain categories of people, as 

well as introduce discriminatory tariffs, quotas, geo-blocking or closed access interfaces (APIs) that lead 

to unequal access or de facto segregation of users. 

Providers and operators of AI systems are required to ensure universal design of digital services and 

compliance with internationally recognized accessibility standards, including alternative modes of 

interaction for persons with disabilities and the elderly. Interfaces and support materials should be 

multilingual, including in languages of national minorities; The elimination of language barriers cannot 

depend on the payment of the service. Basic access to functions of public importance (medical, educational, 

environmental, legal) is provided on transparent and non-discriminatory terms. 

It is prohibited to take any action or implement policies that directly or indirectly: 

- restrict individuals' access to AI technologies based on economic status, regional affiliation, 

language barriers, or social background; 

- consist in the creation of systems, architectures or interfaces that intentionally exclude or restrict 

access of certain categories of persons to the use of AI; 

- provide for unequal access to algorithmic opportunities by establishing corporate, political or 

organizational preferences that violate the principle of an open and equal innovation environment. 

In order to ensure the principle of equality in access to AI systems, the state ensures: 

1) implementing sustainable digital inclusion programs aimed at supporting people with limited 

access to technological resources or digital skills; 

2) development of open and transparent technological platforms available to public authorities, 

educational and scientific institutions, civil society institutions and individuals; 

3) adoption and implementation of digital accessibility standards for persons with disabilities, the 

elderly and users with sensory, motor or cognitive disabilities; 

4) introduction of guaranteed quotas of free access to systems of increased social importance 

(medical, educational, environmental, legal) for socially vulnerable groups of the population. 

27.1 General rule and prohibitions. Every person who is on the territory of the State has an 

inalienable right to equal access to technological opportunities, digital services, information resources, 

educational platforms and algorithmic solutions of public importance, created with the use of artificial 

intelligence systems [277]. Any actions or policies that directly or indirectly restrict access to AI systems on 

the basis of economic status, regional affiliation, language barriers, social origin, disability, age, gender, 

migration status or other characteristics are prohibited; provide for the deliberate exclusion of certain 

categories of persons by means of architectural solutions or interfaces; establish unequal access through 

corporate, political or institutional preferences, including through closed APIs, discriminatory tariffs, geo-

blocking or other forms of indirect discrimination [278,  279]. 

Typical barriers and risks of discrimination in access to AI systems. For the purposes of law 

enforcement, the barriers to access to be identified and eliminated include: 

1) digital poverty/digital divide — lack of devices, connectivity, limitation of mobile traffic; 

2) language and cultural barriers — lack of localization of interfaces, educational materials, support 

for languages of national minorities and regional languages; 
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3) accessibility barriers for persons with disabilities and the elderly — non-compliance with 

international accessibility standards, lack of alternative modes of access and interaction; 

4) technical and organizational barriers — closed standards, vendor lock-in, disproportionate 

identification/verification requirements, discriminatory limits on computing resources or API quotas; 

5) algorithmic biases — lower quality of service for linguistic, regional, or social groups; 

discriminatory scoring, moderation, personalization models; manipulative interface practices (dark 

patterns); 

6) economic practices that exclude users — excessive paywalls, mandatory paid packages for basic 

functions, artificially reducing the quality of free modes. 

27.2 Obligations of the State, Suppliers and Platforms to Ensure Equal Access: 

1) The state implements sustainable digital inclusion programs for persons with limited access to 

digital resources or skills; develops open and transparent technological platforms for public authorities, 

education, scientific institutions, civil society institutions and individuals; adopts and implements digital 

accessibility standards for persons with disabilities and the elderly; introduces guaranteed quotas of free 

access to socially significant systems (medical, educational, environmental, legal) for socially vulnerable 

groups of the population. 

2) Suppliers and platforms provide: universal design and compliance with international accessibility 

standards; multilingual interfaces and support materials; open and non-discriminatory conditions for access 

to APIs and basic functions; transparent billing rules without hidden restrictions; providing an alternative 

that does not involve algorithmic influence or has reduced requirements, where possible; regular Equality 

and Accessibility Impact Assessment with the publication of indicators and plans to remove identified 

barriers. 

3) The National Centre for Digital Inclusion is being established as an independent coordination 

structure to monitor equality of access, conduct audits, support localization and inclusive design, address 

complaints and promptly remove barriers. 

4) Violation of this principle entails the application of legal and regulatory measures, including orders 

to eliminate violations, administrative and economic sanctions, restriction of participation in public 

procurement, and, in case of systematicity, temporary restriction or suspension of access to the state 

technological infrastructure and registers. 
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CHAPTER 28. THE PRINCIPLE OF INFORMATION ENVIRONMENT 

PROTECTION 
The use of artificial intelligence systems to create, spread or legitimize disinformation, carry out 

information attacks, manipulate mass consciousness, undermine democratic processes or elements of the 

information sovereignty   of the State is prohibited. 

The use of artificial intelligence in the public sphere is recognized as an activity of increased risk and 

is always subject to assessment in view of the possible undermining of public trust and distortion of facts. 

The design, training, commercialization, distribution, maintenance, and use of AI systems designed 

for automated generation or mass targeted dissemination of false or manipulative information are 

prohibited. It is prohibited to create synthetic or artificially generated audio, photo and video materials, 

including deepfake content, voice clones or images, without reliable marking of origin and context. It is 

also prohibited to use systems to simulate or stage unreliable socially significant events to distort political 

processes, undermine trust in democratic institutions, incite hatred or undermine the legitimacy of state or 

international organizations. 

Providers of digital communication services operating within the jurisdictions of the States are 

obliged to: implement technically secure, sustainable and integral labelling of content created using AI 

systems, indicating the source, type of model and time of creation; ensure the availability of tools for 

verifying the authenticity of digital information, including built-in fact-checking mechanisms, assessment 

of the reliability of sources, and alarms regarding potentially manipulative materials; maintain systems for 

traceability of the origin of content (provenance), maintain reliable and independently verifiable audit logs; 

store digital evidence in a way that guarantees its integrity and suitability for use in official and judicial 

investigations. 

Providers also carry out continuous cooperation with national authorities responsible for 

information resilience and cybersecurity (in particular, specialized centres or agencies), and, if necessary, 

also with international institutions. They implement risk management procedures, ensure timely 

notification of incidents to competent authorities, and take prompt and proportionate measures to 

neutralize threats to digital infrastructure, key democratic processes, national security and public trust. 

Providers are obliged to publish regular and publicly available and sufficiently detailed reports on 

moderation activities, as well as to provide timely, clear and motivated explanations to users and competent 

authorities regarding the restriction or removal of content. 

Everyone has the right to be informed about interactions with content created or modified by AI 

systems, to receive information about its origin, to appeal against the platform's decisions, to request the 

correction or removal of false information, and to use an effective complaint and appeal procedure. 

Moderation measures cannot lead to arbitrary restrictions on freedom of expression and must be based on 

clear, public and non-discriminatory rules. 

The implementation of this Article is ensured by state supervision and control powers of authorized 

bodies, which have the right to issue orders to eliminate violations, apply administrative and economic 

sanctions, demand urgent restriction of access to dangerous content, temporarily suspend the operation of 

certain services in case of systematic violations, and restrict the admission of violators to public 

procurement. Such measures should be applied based on the principles of legality, necessity and 

proportionality. 

In case of doubt, the provisions of this article shall be interpreted considering the need to preserve 

the integrity of the digital public sphere, protect democratic processes and respect fundamental human 

rights. 

It is prohibited to design, train, commercialize, distribute, maintain, or use AI systems designed to: 

1) automated generation and dissemination of false or manipulative information; 

2) creation of synthetic audio, photo or video materials, including using technologies of image 

synthesis, voice cloning or deepfake modelling, without clear and technically secure marking of the source 

and circumstances of creation; 
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3) modelling or staging of unreliable socially significant events, carried out with the aim of 

manipulative distortion of political processes, undermining the legitimacy of democratic institutions, 

inciting enmity or delegitimating of state authorities and international institutions. 

All providers of digital communication services — including social networks, instant messengers, 

streaming platforms, video hosting, forums, blogs, podcast platforms and news aggregators — operating 

in the territory of the State are obliged to: 

1) implement technically secure and sustainable mechanisms for automatic labelling of content 

created using AI systems, indicating the source, type of AI model and time of creation; 

2) ensure the availability of tools for verifying the authenticity of digital information, including 

through built-in functions of fact-checking, transparent assessment of the reliability of sources and alarms 

for potentially manipulative materials; 

3) to carry out continuous cooperation with national authorities responsible for information 

resilience and cybersecurity (in particular, the Centre for Information Resilience of the State), as well as, 

if necessary, with international institutions, to identify and neutralize artificial intelligence threats aimed 

at digital infrastructure, democratic processes, national security and public trust. 

28.1 Artificial intelligence in the field of public communications is recognized as a high-risk 

technology: it cannot be considered neutral if the consequence of its application is to undermine the 

truthfulness, trust and integrity of the digital public sphere. This norm protects the information sovereignty 

of the State, the security of democratic processes (including electoral processes), the stability of institutions 

and the right of every person to access reliable information. For the purposes of this article, the "information 

environment" covers the infrastructure for creating, storing, circulating and consuming content, as well as 

ranking, personalization and moderation algorithms that affect the formation of public opinion [280, 281]. 

The ban applies to the entire life cycle of systems and tools if their dominant purpose or intended impact 

is disinformation or manipulation: fundamental models, specialized generators of text, images, audio and 

video; "orchestrators" of botnets and mass mailing plugins; voice and face cloning tools; modules for scenario 

simulation of events; services for legitimizing untruths (masking the origin of content, bypassing labelling, 

creating falsified or manipulative metadata). Prohibited activities include designing, training, testing, 

deploying, commercializing, maintaining, and providing access to third parties if, under normal operating 

conditions, this leads to the erosion of trust and the actual destabilization of public communication [282]. 

At the same time, the existence of "dual use" in the field of public communications is recognized. 

Research or creative tools themselves are not prohibited if the provider or developer has proven effective 

safeguards and safe use modes:  

- built-in and non-removable marking (watermark/provenance) at the model and interface level;  

- logging and saving interaction logs in a way that provides the possibility of independent auditing; 

controlled API quotas and speed limits;  

- limiting mass operations and automated distribution;  

- customer verification for high-risk scenarios (KYC/KYB);  

- regular red-teaming, updated lists of prohibited tips, and bypass prevention mechanisms.  

Artistic, educational and scientific experiments are allowed only if there is an explicit warning label, 

an unambiguous disclosure of the artificial nature of the material and no real risk of mixing with the facts. 

The application of this norm is based on a set of material criteria: 

"public harm test": whether there is a significant risk of mass misleading or destabilization of 

processes of public importance[283]; 

"intent and/or impact test": whether there is intent (deliberate intention) or actually confirmed and 

duly documented effect of undermining public trust, stability of the information environment or legitimacy 

of democratic institutions, regardless of the declared intention; 

"scale and automation test": whether coordinated automated or semi-automated execution of actions 

aimed at destabilizing the information environment is provided, including through the use of botnets, mass 

automated creation of requests, automatic generation and auto-publication of content, as well as other forms 

of mass targeted distribution; 
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"Test of deception of authenticity": whether synthetic or artificially generated content is passed off 

as reliable evidence or facts without marking, including imitation of specific persons, institutions or 

attributes of official authenticity (logos, signatures, verification marks); 

"Predictability and manageability test": whether the damage could reasonably have been (reasonably) 

foreseen and whether appropriate and proportionate control measures were taken, including risk assessment 

and implementation of procedures to minimize possible negative consequences; 

"Test of vulnerable periods": whether artificial intelligence systems are used in election campaigns, 

during martial law, emergencies, riots or other crisis circumstances, when the threshold conditions for the 

application of regulatory measures are lowered, and the obligations of providers regarding preventive 

mechanisms are increased. 

The balance with freedom of expression is ensured by the doctrine of necessity, proportionality and 

minimal interference: this norm does not aim to censor assessments, opinions or journalistic investigations, 

and does not cover bona fide satire and works of fiction if their artificial nature is clearly exposed. The ban 

is aimed at systematic, technically organized deceptive reproduction of "reality signals" (images, voices, 

documents, data, attributes of authenticity) and their mass replication in order to influence the expression 

of will, security and trust. In case of doubt, priority is given to preserving the integrity of the public sphere 

and minimizing the risk of large-scale disorientation of the audience, provided that the least burdensome 

means for freedom of speech are used [284]. 

For high-risk scenarios, preventive obligations are established: mandatory registration of mass 

content generation and distribution functions in a special register of the national regulator; ex ante risk 

assessment with submission of results to national authorities responsible for information resilience (in 

particular the Information Resilience Centre), including analysis of potential harm scenarios and mitigation 

measures; availability of a technical mechanism for emergency shutdown of the "kill switch" system and 

emergency curtailment procedures; prompt notification of incidents to the competent authorities within the 

established period and cooperation with authorized entities; publication of regular reports on the measures 

taken within the time limits set by the national authorities. 

Failure to comply with these requirements qualifies as circumvention of the ban and entails the 

application of increased administrative, financial and technological sanctions. 

This paragraph details the typical threats posed using generative models[285]. Including: 

- Disinformation encompasses messages that are systematically generated or disseminated by 

automated means, including through news feeds, campaigning chatbots, and other forms of personalized 

automated content; 

- Deepfake falsifications (synthetic audio, video and photo materials) are recognized as one of the 

most dangerous distortions of reality, which can significantly undermine citizens' trust in public authorities, 

the media and expert institutions; 

- Scenario simulations of unreliable or artificially simulated events ("fake") — for example, 

simulated attacks, disasters, voting, etc. — pose a particular threat to digital and public security and, in 

cases where they are aimed at destabilizing society or undermining the security of the state, can be qualified 

as a form of digital terrorism; 

- Manipulation is defined as the algorithmically organized mass imposition or amplification of 

distorted narratives through targeting, personalization, ranking, automated information injections, as well 

as masking the artificial nature of messages. 

Priority categories of threats include: 

a) content falsifications — synthetic texts, images, audio and video (deepfakes, cloning of voice or 

face, imitation of real sources, fabrication of official documents or pretended "expert" opinions), including 

with fake metadata; 

b) automated influence operations — coordinated manipulative activity (botnets, account farms, 

automated SEO poisoning, mass auto-publications, generative "whitening" of content and its translation 

while preserving manipulative narratives); 
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c) simulated scenarios of events — staging or imitation of socially significant facts (attacks, 

catastrophes, "official" statements or voting results) presented as reliable facts; 

d) legitimization of falsehoods — services designed to remove or circumvent labeling, falsify origin 

(provenance), create false fact-checking mechanisms, or pseudo-sources designed to give falsehood the 

appearance of truth. 

Signs of attribution of content or activity to the scope of this paragraph are: 

- the systematic nature and scale of automated operations; 

- hiding the artificial nature of content and/or imitating specific individuals, institutions or media; 

- significant risk of mass misrepresentation; 

- targeted targeting of vulnerable groups of the population or interference in critical socio-political 

processes (elections, referendums, martial law, emergencies); 

- organizational connection with botnets, simulation accounts ("doubles") and mirrored domains 

("mirrors"); 

- manipulation of recommendation and ranking mechanisms; 

- deliberate distortion or fabrication of metadata, which makes reliable attribution impossible. 

If there is a combination of these features, the content is considered to have been created or 

distributed using AI systems for manipulative purposes. 

Risk levels are established for law enforcement: 

- increased — risk of local misrepresentation or limited exposure; 

- high — the possibility of large-scale distribution, cross-platform coordination, and the occurrence 

of secondary waves of propagation; 

- critical — the risk of immediate and significant harm to public security, electoral processes or 

international stability. 

The intensity of preventive and reaction measures, response times, as well as the obligation to keep 

event logs and provide digital evidence to authorized bodies depend on the level of risk. 

In view of the rapprochement with the criminal [286, 287], Cyber [288, 289]- and Information Law [290], 

Content and activities that have signs of digital terrorism (for example, the deliberate creation or 

dissemination of falsified reports of fictitious attacks or disasters that provoke panic, harm the life and 

health of people, or interfere with the operation of critical infrastructure) qualify as socially dangerous acts 

with appropriate legal qualification [291]. Platforms, intermediaries and providers that algorithmically 

amplify such materials or avoid the implementation of obvious safeguards (labelling, restriction of mass 

transactions, detection of botnets) are subject to public liability within the competences defined by law and 

international treaties. 

Exceptions apply to bona fide journalism, scientific research, satire and works of fiction, provided 

that there is a clear and conspicuous warning label of the artificial or staged nature of the material, its 

unambiguous separation from factual messages, and there is no risk of mixing with real data in contexts of 

public importance. Any dual-use project is allowed only if there are effective technical and organizational 

safeguards — built-in and immutable (non-removable) labelling, controlled API quotas and speed limits, 

logging, KYC/KYB procedures for access to mass operations, regular red-teaming, and bypass prevention 

mechanisms. The effectiveness of such fuses is subject to independent audit by the authorized bodies. 

28.2 This clause establishes the obligation of platforms and providers of digital communication 

services not only to provide technical infrastructure for the dissemination of information, but also to bear 

public responsibility for the transparency, reliability and verifiability of content generated or modified using 

artificial intelligence systems. The position of "simple placement" of content cannot be recognized as 

unacceptable in the case when the technological infrastructure is used as a channel for mass or systemic 

manipulation or disinformation campaigns. 

Platforms are required to implement standardized systems for automatic and mandatory labelling of 

AI-generated content, indicating the source, type of model, time and conditions of creation. Such labelling 

must be embedded in metadata, non-removable by the user, and available for verification by third-party 

tools. For high-risk content (including content of socio-political significance, content that may affect 
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election processes or security), advanced labelling is applied, with additional authentication and contextual 

attribution verification. 

In addition to labelling, platforms are required to provide information verification tools, including 

integrated or connected fact-checking functions, automated assessment of the reliability of sources, an 

automated warning system for suspicious material, risk indicators, and access to independent databases for 

content verification. Every user has the right to transparent reporting of interactions with AI content, access 

to information about its origin, as well as tools for appealing or requesting correction of false materials. 

To prevent mass manipulations, platforms are required to implement risk management systems: 

limiting the rate of mass distribution of suspicious materials, identifying and blocking botnets, regular 

independent audits of ranking algorithms and recommendations, as well as publishing transparent reports 

on moderation actions. Such reports should include information about the amount of content removed or 

flagged, the reasons for the intervention and the number of appeals, and the average response time. 

Cooperation with the Centre for Information Resilience of the State is recognized as mandatory and 

provides for regular exchange of data on new forms of manipulation, urgent notification of incidents within 

a specified timeframe, participation in joint trainings and crisis communication activities. The Centre 

performs not only a reactionary, but also an analytical function: it formulates recommendations, conducts 

scenario modelling of information attacks, and coordinates preventive actions of government agencies, 

platforms, and public organizations. 

The responsibilities of platforms are both technical (provision of tools and mechanisms) and legal 

(responsibility for non-compliance) nature. Insufficiency of verification measures or lack of proper 

labelling is considered a violation of this Article and entails administrative and economic sanctions, 

including fines, restriction of participation in public procurement, an order to eliminate deficiencies, and in 

case of systematic violations — temporary restriction or suspension of the service in the territory of the 

State. 

The principle of transparency of the origin of information is recognized as a new standard for ethical 

management of platforms, which has the force of a regulatory obligation. Its content is to provide users 

with the right to be informed, to prevent the possibility of hidden manipulative influence and to guarantee 

the integrity of the digital public sphere. All restrictive measures should be carried out in a manner 

proportionate to the intended purpose, respecting freedom of expression and ensuring effective appeal 

procedures. 
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CHAPTER 29. THE PRINCIPLE OF ACCESSIBILITY TO ALGORITHMIC 

EDUCATION 
Everyone has an inalienable right to access knowledge about the functioning of artificial intelligence 

systems, their capabilities, limitations, decision-making mechanisms, ethical aspects and risks. The state 

undertakes to ensure the development of algorithmic literacy (AI literacy) as a priority of educational 

policy. For this purpose, international approaches are used, which require education systems to go beyond 

basic digital literacy and are aimed at forming the ability to confidently navigate in an algorithmic 

environment. Algorithmic literacy is recognized as a mandatory element of education for everyone — not 

only for IT specialists, but also for all participants in the educational process. 

Within the framework of the implementation of this principle, the State creates the following 

conditions: 

– courses on digital literacy and the basics of algorithmic thinking are integrated into educational 

programs of all levels, covering an understanding of the use of algorithms and the ability of a person to 

create and manage them; 

– interdisciplinary programs are being developed and implemented for pupils, students, civil servants 

and workers in critical areas, which include AI ethics, principles of algorithmic justice, legal frameworks 

and technical aspects, as AI literacy must be integrated into all disciplines; 

– public educational platforms are being created with open access to materials about AI, adapted to 

age, profession and level of training, with the possibility of using different formats and languages to meet 

the needs of the community; 

– linguistic and cultural accessibility of educational materials is ensured both at the national and 

regional levels, including through translation into the languages of national minorities and adaptation for 

different age, professional and social groups; 

– measures are being taken to include persons with disabilities, in particular through the adaptation 

of content using assistive technologies, which have proven to be effective in creating personalized and 

equitable learning environments; 

– all educational initiatives must be free from political, religious or commercial bias and based on 

ethical standards, principles of academic integrity and evidence-based scientific information. 

The principle of accessibility to algorithmic education is based on the understanding that modern 

societies are increasingly dependent on algorithmic solutions. The right to gain knowledge about AI systems 

includes the study of their impact on the economy, culture, public policy and social processes. International 

studies emphasize that algorithmic literacy (AI literacy) should develop not only technical skills, but also 

critical thinking, creativity, and ethical responsibility. The introduction of open educational platforms 

provides access to learning resources for all segments of society, including those who do not have the 

opportunity to attend traditional educational institutions. Public and private educational initiatives must 

work together in partnership to ensure that learning materials are user-friendly, adaptable, and inclusive. 

29.1 Everyone has an inalienable right to access knowledge about the functioning of artificial 

intelligence systems, their capabilities, limitations, decision-making mechanisms, ethical aspects and risks. 

The state undertakes to ensure the development of algorithmic literacy (AI literacy) as a priority of 

educational policy, since modern education must go beyond basic digital literacy and include algorithmic 

competence. 

29.2 Compulsory courses on digital literacy and the basics of algorithmic thinking are integrated 

into educational programs of all levels. Such courses are aimed at building knowledge and skills on how 

algorithms work, how to create and analyze them, as well as how to critically evaluate the results of their 

work, which is in line with the recommendations of international initiatives in the field of education and 

artificial intelligence. 

29.3 Interdisciplinary programs are developed and implemented for pupils, students, civil servants 

and workers in critical areas. Such programs combine technical, humanitarian, and legal disciplines and 

reflect the structure of the AI Literacy Framework (engagement, creation, management, design).). 
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29.4 Public educational platforms are being created with open access to training materials about AI, 

covering different levels of training and adapted to the age, profession and needs of users. Such initiatives 

are based on the successful international experience of open resources that provide free materials for 

teachers and students. 

29.5 Educational materials on algorithmic literacy (AI literacy) should be available in minority 

languages and adapted to cultural characteristics. UNESCO emphasizes that algorithmic literacy programs 

should be inclusive and create resources in multiple languages and formats (textual, audiovisual, 

interactive). 

29.6 Educational initiatives ensure the inclusion of people with disabilities. Materials should be 

adapted to different types of impairments using assistive technologies, as the use of AI and other 

technologies can "break down barriers and make education more accessible and equitable». 

29.7 Educational materials about AI should be free from political, religious, or commercial bias and 

based on ethical standards and evidence-based scientific knowledge. They should consider the age, 

professional and social characteristics of different groups, forming critical skills in evaluating algorithms 

and their results, as well as developing creativity and ethical consciousness. 
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CHAPTER 30. THE PRINCIPLE OF ETHICAL INTEGRATION OF AI INTO THE 

JUSTICE SYSTEM 
The presumption of human motivation means that the final factual circumstances and legal 

conclusions in the case are formed by the judge, and not by an automated tool. Algorithmic results or hints 

are exclusively advisory in nature and cannot be recognized as accepted by default without a separate 

assessment by the judge. Doubts about the reliability, completeness or impartiality of the results of AI 

systems are interpreted in favour of the person. 

The accessibility and equality of the parties ensure that neither side is worse off due to a lack of 

technical resources or specialized knowledge. The court is obliged to provide an explanation of the role of 

AI, provide procedural time to familiarize itself with the materials of the algorithm's transparency, and in 

case of proven financial insolvency of the party, to ensure a free independent examination of the algorithm. 

The principle of data minimization and secrecy. In the model, it is allowed to use only those data that 

are necessary and proportional to the goals of the proceedings. It is prohibited to import commercial 

scorings; data collected from social networks or biometric parameters without a clear legal basis and a 

court order. The chain of custody for all algorithmic artifacts is subject to mandatory documentation. 

Stability and reproducibility of algorithmic results. They are provided by fixing versions, parameters 

and the runtime. "Silent" updates during the case are prohibited. If the result cannot be reproduced under 

the conditions of the call and processing log, its evidentiary value is subject to reduction, or such a result 

is recognized as inadmissible evidence. 

Extraterritorial Providers and Data Transfers. The use of AI systems developed or maintained by 

foreign entities is allowed only if all disputes are subject to the jurisdiction of national courts, the storage 

of logs and critical data on the territory of the State or in jurisdictions with an adequate level of protection, 

as well as the prohibition of cross-border data transfers without legal basis and due process guarantees. 

The principle of human justice. Every person has the right to have his/her case considered and 

resolved by an independent judge who personally and independently evaluates evidence, forms legal 

conclusions and is responsible for the decision made. Algorithmic processing of information can be used 

exclusively as an auxiliary tool and cannot replace judicial judgment, procedural autonomy and personal 

motivation of a court decision. 

The principle of procedural autonomy means the possibility of participating in proceedings without 

mandatory consent to the use of artificial intelligence systems. The refusal to use such systems or the 

requirement for human review may not worsen the procedural situation of the participant in the 

proceedings, restrict access to justice or reduce the scope of his rights and guarantees. 

No technological system has the right to interpret disagreement with the use of AI, challenging 

algorithmic conclusions, or the absence of digital traces as a manifestation of bad faith, "riskiness" or a 

basis for a negative assessment of a person. Any social scoring, the use of prohibited or proxy features and 

other forms of discriminatory classification that affect the rights and obligations of the participants in the 

process are prohibited. 

Any person has the right to be informed about the use of AI in his/her case, to receive an 

understandable and accessible explanation of algorithmic results, to have access to methodological 

information in the modes provided for by law, as well as the right to initiate a review by a judge or an 

authorized person and verification of the relevance, admissibility and weight of such results in evidence. 

The implementation of these rights guarantees the equality of the parties and ensures the effective 

implementation of protection. 

Every AI system integrated into justice should function exclusively according to the principle of 

"human decision-making": with mandatory ethical certification, transparent methodology, mandatory 

logging of use, reproducibility of results, managed updates, and means of immediate termination (kill 

switch). Automatic confirmation or generation of the motivating part of court decisions without personal 

and individual assessment by the judge is prohibited. 
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30.1 Prohibited practices [292, 293]. 

1. Fully automated sentencing or other final procedural decision in criminal, administrative, civil, 

economic or any other public law or quasi-judicial proceeding without decisive human participation is 

prohibited. 

a) It is prohibited to use the modes of "auto-confirmation", automatic generation and signing of the 

operative part of the procedural act, as well as program triggers (automatically executed instructions that 

trigger legal consequences) that entail the imposition of a fine, seizure, blocking of assets or any other 

restriction of the rights, freedoms or legitimate interests of a person without a separate human decision [294]. 

b) "Decisive participation of a person" means a real and full opportunity of a judge or other 

authorized person to: independently re-evaluate the evidence; change or reject the result of the AI system 

functioning; make a final decision that cannot be automatically overridden or replaced by the system. 

c) The case file must indicate which recommendations of the artificial intelligence system were 

taken into account or rejected and for what reasons. 

Evidence of compliance with the requirement of decisive human participation must be confirmed 

and stored in the case, in particular: model call logs, system ID and version, task description, human review 

mark, and the judge's or other authorized person's own motives. Such data must be kept in a secure form 

for at least five years after the conclusion of the proceedings and be available for inspection and audit. 

2. Biased (discriminatory) assessment of the risk of recidivism, the "danger" of a person, his/her 

social "value" or "trust", as well as any forms of social scoring are prohibited [295, 296]. 

a) Direct or indirect (through proxy) processing of sensitive personal data: race, ethnic origin, 

religion, political opinion, health status, disability, sexual orientation, trade union affiliation and other 

categories, the processing of which is expressly prohibited by law, is prohibited. 

b) It is prohibited to use data from commercial scorings, social media arrays, broad behavioural 

trackers, geolocation and biometric parameters without a direct legal basis and a court order. The use of 

such data without proper grounds is recognized as a violation of human rights. 

c) Risk assessment models based on non-transparent algorithms ("black boxes") cannot be applied 

if it is not possible to provide a local explanation of a specific conclusion in the case, verify the absence of 

prohibited bias and ensure an independent audit. 

d) Insufficient representativeness of training data, lack of calibration by groups or detected statistical 

discrimination are grounds for prohibiting the use of the results of such a model. The conclusions obtained 

from such models are recognized as improper evidence and cannot influence procedural decisions. 

3. Substitution of procedural analysis with statistical classifiers or template "motivational 

constructors" is prohibited [297]. 

a) Automatically generated texts cannot constitute the motivating part of a court decision without an 

individual legal assessment by the judge. Only their auxiliary use for editorial and technical purposes 

(formatting, numbering, structuring) is allowed, subject to mandatory verification and approval of the 

content by a judge.  

b) It is prohibited to rely on the "probable" or "average" conclusions of the model to establish facts, 

assess the reliability of testimony, resolve conflicts of evidence, determine the measure of punishment or 

preventive measure. Any statistical assumptions cannot replace the direct assessment of evidence by the 

court. 

c) References to integral indices, ratings, scorings or other indicators that do not have a verifiable 

methodology, independent verification and local explainability are excluded from the motives of a court 

decision and are recognized as improper motivation. 

4. Anti-abuse fuse. The prohibitions established by this section cannot be circumvented by: formally 

renaming the goals or functions of the AI system (for example, "assistant", "hint", "template"); making 

algorithmically formed conclusions outside the text of the verdict or ruling, if such conclusions actually 

affected the content of the decision; the use of algorithmic recommendations in the form of reference 

materials, draft texts or consultations, if they were accepted by the judge without critical verification and 

independent legal assessment. 
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All these cases are recognized as a violation of the principle of decisive participation of a person and 

entail the invalidity of the relevant part of the decision. 

30.2 Mandatory requirements for AI systems in the field of justice [298]. 

1. Ethical certification and periodic supervision [299]. 

a) Any AI system before its use in proceedings is subject to preliminary ethical certification by an 

authorized body with the participation of the ethics council and human rights experts. The certificate is 

valid for no more than 12 months; After this period, a second assessment is carried out. The decision on the 

issuance, suspension or cancellation of the certificate shall be entered into the public register. 

b) The composition of the assessment includes: 

(i) assessment of the impact on human rights and freedoms; 

(ii) Algorithmic Impact and Risk Assessment (AIA), including screening of training data, 

models, and results for discriminatory effects; 

(iii) audit of human controllability, which implies the presence of a "stop button", mechanisms 

for reviewing and cancelling automated decisions; 

(iv) checking the reliability, stability and information security of the system.  

The certificate can be suspended or revoked in case of critical defects, security incidents, failure to 

comply with transparency conditions or implementation of "silent" updates without the approval of a court 

or supervisory authority. Revocation of the certificate entails the immediate termination of the use of the 

system in all proceedings. 

2. Transparency and methodological openness. 

The operator and supplier of the AI system ensure the availability and availability of constant 

updating of the "model card" and "datasheets for datasets", which should contain information about the 

purpose, version, dates and volume of data used for training and validation, known limitations and risks. 

Both global explainability (the general logic of the system) and local explainability in a particular 

case (key factors that influenced the result) must be ensured. Results that do not have a verifiable 

explanation are recognized as improper evidence and cannot form the basis for procedural decisions.  

A brief profile of the system (purpose, scope, main limitations) is made public to the general public. 

Extended materials are provided to the court, parties and appointed experts in a "safe room" mode with 

access logging and non-disclosure obligations, considering the protection of personal data, the secrecy of 

the investigation and national security. 

3. Human controllability (human-in/on-the-loop).  

The system interface should provide for clear labelling of algorithmic results, means of rejecting or 

editing recommendations, as well as a forced stop function. 

Any "automatic confirmation" is prohibited; The application of the recommendation is allowed only 

after explicit confirmation by the judge indicating the reasons in the case materials. 

All users of the system (judges, prosecutors, investigators, court secretaries) undergo mandatory 

training in the basics of artificial intelligence and digital literacy; At least once every 24 months, they are 

re-certified. 

Data management and minimization principle. 

Only those data that are necessary and proportionate to the declared purpose are used; The processing 

of sensitive data is carried out exclusively on the basis of the law and in the presence of a court ruling with 

a separate assessment of proportionality.  

It is prohibited to import commercial scorings, social media data sets, broad behavioural trackers, 

geolocation and biometrics data, unless such use is expressly permitted by law and court within a specific 

case. 

Proper data quality (relevance, completeness, reliability) is ensured; the chain of custody must be 

documented; Clear retention periods are defined, as well as procedures for depersonalization and/or deletion 

of data. 
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4. Registry, logging, and reproducibility. 

Each installation of the AI system is subject to entry into the State Register of High-Risk Systems, 

indicating the version, certification data, audit results, and recorded incidents. 

All model calls within the proceedings are subject to mandatory logging, which includes: time, 

version, instance ID, task description, generalized description of input/request, result obtained, and human 

decision to take the result into account. 

Reproducibility of results (deterministic replay) based on fixed versions and parameters is ensured; 

Journals are kept for at least 5 (five) years from the date of completion of the proceedings. 

Security and integrity. 

The supplier and operator implement technical and organizational measures to protect against prompt 

injection, jailbreaking, model inversion, data poisoning, leaks, and unauthorized changes. 

Regular security testing (penetration testing, red teaming), vulnerability management, and integrity 

checks of runtime environments are carried out. 

Updates of system versions are carried out exclusively according to the approved protocol with 

notification of the court and the parties in open proceedings; "Silent" updates are not allowed. 

Critical incidents shall be reported to the authorized body and the court no later than 72 hours from 

the moment of their detection; An analysis of the causes is carried out and a plan of corrective actions is 

drawn up. 

Testing, validation and quality control. 

Prior to system deployment, mandatory functional, stress, and acceptance tests are performed on 

control datasets; In a productive environment, continuous quality monitoring and data/model drift detection 

are carried out. 

Minimum integrity metrics include: disparate impact, equalized odds / TPRFPR parity, calibration 

by groups, stability over time, assessment of errors of the second kind in relation to vulnerable groups. 

Detection of a significant decrease in quality or signs of discriminatory influence is the basis for 

immediate suspension of the use of the system in proceedings until the identified violations are eliminated. 

5. Procurement and contract conditions. 

All contracts with suppliers of artificial intelligence systems must contain: the customer's rights to 

audit and access to complete methodological and technical documentation; requirements for localization of 

logs and data in accordance with the law; the supplier's obligation to timely report incident reporting; 

prohibition of the involvement of sub processors without prior written consent with the customer. 

Technological escrow of critical components (models, scales, configurations) is provided in order to 

ensure reproducibility, forensic examination and continued use in the event of a dispute or termination of 

support by the supplier. 

The jurisdiction of all disputes is determined by the courts of the State; applicable law — national 

legislation. 

6. Interface Labelling and User Warranties. 

The interface of the artificial intelligence system is obliged to directly inform the user about the fact 

of using AI, display the level of confidence (if any), and warn about known limitations and risks. 

Checklists are introduced for users to check the relevance and completeness of the entered data, as 

well as the absence of prohibited features or discriminatory characteristics in the input data and results. 

7. Interaction with experts of the parties. 

At the justified request of the party, the court provides its experts with access to transparency 

materials (documentation, journals, explanations) in the "safe room" mode, as well as provides procedural 

time for an independent review. 

а) Failure by an operator to comply with transparency requirements or unjustified denial of access 

entails procedural consequences, including a reduction in the weight of proof or recognition of the results 

of the artificial intelligence system as inadmissible as evidence. 
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8. Suspension and prohibition of use. 

If there are signs of violation of this Article or a threat to human rights and freedoms, a court or an 

authorized body may immediately suspend the use of the system in all proceedings or in individual cases. 

а)  Resumption of use is possible only after the elimination of violations and based on the results of 

an extraordinary audit and re-certification. 

30.3 Procedural rights of participants and remedies. 

1. Right to report (right to be notified). 

The parties and the person in respect of whom the issue is being decided must be notified in writing 

before the first use of the AI system in the case, specifying: the purpose of the system, its name, version, 

supplier, role (advisory, search, etc.), the list of data, access modes and methods of appeal. 

а) Failure to report or report after a fact ("post factum") entails the inadmissibility of the relevant 

results of the AI system as evidence. 

The right to access information about the AI system. 

At the request of the party, the operator is obliged to provide materials that ensure transparency, 

including local explanations of specific results in the case. 

Access is provided in the form of copies or in a "safe room" with mandatory logging; Refusal is 

allowed only on the grounds of secrecy protected by law, provided that sufficient generalization is provided, 

which is necessary to ensure the right to defence. 

The deadline for submission is no later than 10 days from the date of receipt of the petition, unless 

otherwise established by the court (in urgent proceedings — up to 48 hours). 

2. Right to challenge the use of AI systems. 

A party has the right to file a motion for: 

(i) recognition of the results of the AI system as inadmissible evidence; 

(ii) reducing their evidentiary weight; 

(iii) conducting an independent algorithmic examination; 

(iv) Suspension of the use of the system in the case until violations are eliminated. 

The burden of proving compliance with transparency, certification, security, and human-in-the-loop 

requirements rests with the operator or supplier of the AI system. 

The submission of such a motion cannot be considered as an abuse of procedural rights and does not 

entail negative procedural consequences for the applicant. 

3. Human review  [300]. 

At the request of the party, the court ensures that the person re-evaluates the algorithmic conclusion 

with a written motivation for accepting or rejecting the recommendation of the AI system. 

If the algorithmic result cannot be properly explained or reproduced, it cannot be used as the basis 

for the reasoning part of the court decision. 

4. Right to examination and assistance in defence. 

The court, upon request, appoints an independent examination of AI algorithmic systems; The costs 

are borne by the party that lost the dispute based on the result of the examination, unless otherwise 

determined by the court. 

In case of proven financial insolvency of a person, the court may order an examination at the expense 

of the state. 

The parties' experts have the right to ask questions to the supplier or system operator regarding the 

methodology, data and metrics; Refusal without proper grounds entails procedural sanctions. 

5. Right to data protection and privacy. 

A person has the right to request the exclusion from the model of excessive or such data processed 

without proper legal grounds, as well as their correction or anonymization; The dispute is resolved by the 

court in simplified proceedings. 

а) The use of sensitive data without a proper legal basis entails the inadmissibility of the relevant 

results and the possibility of filing a separate complaint with the authorized data protection body. 
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6. Standards of admissibility and evidentiary weight of algorithmic results. 

       The algorithmic result can be considered by the court only if it is proven: 

(i) model validity for the stated task; 

(ii) of proper quality and sufficient representativeness of the data; 

(iii) absence of prohibited bias; 

(iv) reproducibility of a specific conclusion. 

Probabilistic scores cannot by themselves serve as a basis for establishing facts or determining the 

measure of punishment or preventive measure. 

7. Remedies in case of violations. 

Procedural: inadmissibility of evidence, reduction of its evidentiary weight, exclusion of references 

to the AI system from the reasoning part of the decision, postponement or suspension of the consideration 

of the case until the elimination of violations. 

Material: cancellation of the decision and appointment of a new trial; revision according to newly 

discovered circumstances in case of detection of critical defects in the model. 

Liability of the operator or supplier: fine, cancellation or suspension of the certificate, exclusion from 

the state register, civil liability for the damage caused. 

Disciplinary: responsibility of officials for the use of uncertified systems or failure to comply with 

transparency obligations. 

8. Stopping effect (suspensive effect) and timing. 

Appealing against decisions on the use of the AI system in the case has a suspending effect 

(suspensive effect) on the further use of the relevant system until the complaint is considered on the merits, 

unless otherwise determined by the court for reasons of urgency. 

Appeals against rulings on the use of the AI system are considered immediately, within a shortened 

timeframe; Missed deadlines can be renewed if the omission was due to the untimely provision of materials 

that ensure transparency. 

9. Fixation in the court decision. 

The court notes in the judgment whether the AI system was used, its name and version, the role in 

the process and the way in which the recommendations were considered or rejected. 

If the algorithmic result is considered, the court is obliged to provide the key factors (local 

explainability) that influenced its conclusion. 

10. Additional guarantees for vulnerable persons. 

For minors, persons with disabilities and other vulnerable groups, increased standards of 

transparency and explainability are applied, the use of aggregated social indicators and behavioural scoring 

is prohibited. 

The Court shall provide an explanation of the role of the AI system in an accessible and adapted form 

and shall provide additional procedural time for the exercise of the rights provided for in this Article. 

11. Inadmissibility of negative consequences for the exercise of rights. 

The exercise of the rights provided for by this Article (request for information, appeal, request for 

review by a person) cannot be the basis for conclusions on bad faith or abuse of procedural rights. 

 

 

 

 

 

 

 

 

 

 

 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

106 
 

SECTION IV. SOVEREIGNTY, STATEHOOD AND PUBLIC INTEREST 

CHAPTER 31. THE PRINCIPLE OF TECHNOLOGICAL SOVEREIGNTY 
Technological sovereignty implies the ability of the State to exercise strategic control, management, 

audit, localization and full responsibility for the use and development of artificial intelligence systems 
without creating critical dependence on foreign states, transnational corporations or unfriendly 
jurisdictions. 

The content of this principle includes: political autonomy in the field of AI; full legal control over 
the national artificial intelligence ecosystem; ethical and normative self-determination in matters of 
technologies affecting human rights; digital security of critical components; scientific and technological 
independence in the formation of standards, research priorities and directions of innovation. 

The state guarantees the availability of national infrastructure for the deployment of AI systems, 
including independent data centres, cloud environments, computing power, and testing facilities. The 
development of technical regulations and standards in the field of AI is based on international practices, 
taking into account the national context. The state develops its own innovation ecosystem by supporting 
research centers, startups, educational programs and public regulatory sandboxes, as well as protecting 
digital sovereignty at the international level. 

It is prohibited to use artificial intelligence systems on the territory of the State if it is impossible to 
conduct a full-fledged independent audit, there is no control over critical components, there are risks of 
bookmarks or backdoors, there is a critical technological dependence, or there are reasonable suspicions 
of facilitating the activities of foreign intelligence or military structures. Such systems may be prohibited 
by the authorized body on the basis of an expert opinion and entered into a special register. 

The state has the right to apply special measures to protect strategic control in the field of AI, in 
particular: limit the export of sensitive technologies; to establish priority in public procurement according 
to the criteria of national security and support for domestic developers; approve foreign investments in 
critical AI infrastructure; carry out digital due diligence of cross-border transactions related to the transfer 
of key data, models or algorithms. 

The central executive body that ensures the formation and implementation of state policy in the field 
of artificial intelligence implements this principle through the National Strategy for the Development of 
Artificial Intelligence, which determines research priorities, import substitution policy, coordination 
between sectors, support for innovations and international partnerships. 

31.1 The principle of technological sovereignty is to guarantee the ability of the State to exercise 
strategic control, management, audit, localization and full responsibility and control over the use, 
implementation, development and decommissioning of artificial intelligence systems on the territory of the 
State without critical technological dependence on foreign states, corporations or unfriendly 
jurisdictions[301,302]. 

This principle includes: 
- political autonomy in the field of AI, which ensures the right of the state to adopt its own 

development strategy regardless of geopolitical influences; 
- legal control over the AI ecosystem — from rule-making to judicial supervision; 
- ethical self-determination in the issues of admissibility of technologies that affect human rights, 

digital dignity, privacy and freedoms of citizens; 
- digital security and control over critical components — in particular, large language models, 

computing infrastructure, update channels, databases, neural network architecture; 
− scientific independence and sovereignty in the formation of research priorities, development of 

standards, interoperability mechanisms and digital innovations. 
31.2 The state is obliged to [303, 304]: 
- ensure the availability of critical digital infrastructure for the secure deployment and operation of 

AI systems without dependence on foreign servers, platforms or control nodes;  
- maintain independent computing power, data centres, cloud environments and testing facilities of 

domestic and open origin; 
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- to create and maintain state standards, protocols and technical regulations in the field of AI, 
harmonized with international ones, but taking into account the specifics of the legal regime of the State; 

- promote the development of a local innovation ecosystem, in particular through funding for 
research centers, start-ups, educational programs, public regulatory sandboxes, and institutional 
infrastructure for the development of AI systems; 

- to protect national digital sovereignty in international organizations, forums and trade agreements, 
upholding the principles of transparency, technological neutrality, interoperability and respect for national 
jurisdiction. 

31.3 In order to realize technological sovereignty, the central executive body that ensures the 
formation and implementation of state policy in the field of artificial intelligence develops and regularly 
updates the National Strategy for the Development of Artificial Intelligence, which defines[305]: 

− priorities of research work; 
− directions of import substitution and localization; 
− mechanisms for stimulating public and private investments in the field of AI;  
− the principles of interagency coordination, including the defence, civilian, educational, economic 

and security sectors; 
− approaches to regional development and international partnership. 
31.4 It is prohibited to introduce, disseminate or use on the territory of the State artificial 

intelligence systems, in respect of which [306, 307]: 
the possibility of conducting an independent comprehensive technical, legal and ethical audit, 

revision of the model architecture, verification of training data and certification in accordance with national 
standards is not provided; 

there is no or limited direct control by national actors over critical components of the system, 
including source codes, algorithms, update mechanisms, inputs (including training data), control interfaces 
or security modules; 

identified risks of unilateral technological dependence, critical vulnerabilities, undocumented 
functionality or built-in mechanisms for influencing user behaviour, including the so-called "hidden 
features" or algorithmic backdoors; 

there are reasonable suspicions that the system is directly or indirectly used for the benefit of foreign 
intelligence agencies, military or corporate structures whose activities are incompatible with the national 
interest, the security policy of the State or international law. 

The decision to prohibit the implementation of such systems is made by the authorized state body on 
the basis of the conclusions of an independent examination with subsequent inclusion in a special register 
of prohibited or unwanted AI systems. 

31.5 The state has the right to take special regulatory, institutional and security measures to 
maintain strategic control over critical technologies in the field of artificial intelligence, in particular[308,309]: 

restrict or completely prohibit the export of critical solutions based on artificial intelligence, models, 
training samples, optimization algorithms or dual-use technologies that can be used in the defence, 
intelligence or infrastructure fields; their export is allowed only after a preliminary analysis of threats and 
obtaining a special permit from the relevant national security body; 

establish priority in public procurement according to the criteria of origin, security, openness of code, 
certification and compliance with national interests, with a special emphasis on supporting domestic 
scientific institutions, start-ups, the military-industrial complex, higher education institutions and centres 
of expertise; 

thoroughly vet and approve foreign investments, mergers, acquisitions, and joint ventures in the field 
of strategic AI infrastructure, including computing clusters, data centres, data analytics platforms, cyber 
defence systems, development of basic models and language architectures; 

conduct mandatory digital due diligence of any cross-border transactions related to the transfer or 
processing of large data sets, components of AI architecture, logic modules, learning models or control 
subsystems, taking into account the requirements of national security, digital ethics, preservation of 
intellectual potential and scientific independence of the State. 
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CHAPTER 32. THE PRINCIPLE OF DIGITAL NEUTRALITY 
On the territory of the State, it is prohibited to develop, implement, integrate and use artificial 

intelligence systems that directly or indirectly violate the principle of digital neutrality give an 

unreasonable advantage to some or harm other states, companies, ideologies, groups or individuals by 

distorting information processes. 

This principle applies to all aspects of the functioning of AI systems: query processing, filtering, 

ranking, content personalization, resource management, access to digital services, and interaction with 

other AI systems. 

The artificial intelligence infrastructure must ensure platform, content, operational neutrality, as 

well as information openness. Algorithms must not contain bias, elements of hidden censorship, or 

discriminatory practices that influence the formation of users' opinions or restrict access to information 

based on language, origin, social status, or beliefs. 

AI system operators are required to document the logic of decision-making, provide users with clear 

explanations, and ensure that an independent audit is conducted to ensure compliance with the principle 

of digital neutrality. 

Established cases of digital discrimination, algorithmic manipulation or distortion of algorithms are 

recognized as a threat to national security and digital sovereignty. In such cases, mandatory notification 

of the regulator, interdisciplinary audit, possible blocking of the system, suspension of certification and 

application of sanctions are provided. 

Information about violations is subject to entry into the public Register of Digital Neutrality 

Incidents. 

The Government of the State ensures the development and regular updating of the White Paper on 

Digital Neutrality of the State as a strategic document defining the principles of neutrality, key risks, typical 

examples of violations, monitoring methods and response mechanisms. The document is updated at least 

once every two years and undergoes public discussion. 

32.1 The principle of digital neutrality is that no artificial intelligence system developed, 

implemented, integrated or used on the territory of the State should directly or indirectly favour, restrict, 

discriminate, distort or manipulate digital processes, information flows, algorithmic decisions or data 

processing results for the benefit of some subjects and/or to the detriment of others, in particular states, 

transnational companies, political ideologies,  religious teachings, financial groupings, national, ethnic or 

social groups, professional categories or individuals  [310, 311]. 

This principle applies to all aspects of AI systems, including: 

- the logic of processing requests; 

- ranking, filtering and personalization of content; 

- management of computing resources; 

- regulation of access to government, educational, medical or administrative digital services; 

- interaction with other artificial intelligence systems, including transnational or hybrid solutions. 

Any deviation from the principle of digital neutrality is considered a violation of democratic 

principles, the principle of equal and non-discriminatory access to information and technology, and also 

poses a threat to the digital sovereignty of the State. 

32.2 All digital infrastructures related to the use of AI are required to function in accordance with 

the following principles: 

- platform neutrality — no dependence on a single vendor (vendor lock-in); 

- content neutrality — the absence of politically or commercially motivated moderation, except for 

cases expressly defined by law; 

- operational neutrality — ensuring equality in the performance of computing tasks, access to data 

and updates on non-discriminatory terms; 

- information openness — prevention of artificial restriction or privileged dissemination of 

information. 
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32.3 AI system operators are required to ensure that internal decision-making logic, 
recommendation algorithms, classification, filtering, ranking, personalization, and other related processes 
do not contain built-in bias, hidden discrimination, elements of automated censorship, or external 
interference capable of, among other things,: 

- influence the formation of political beliefs, religious or philosophical views of the user; 
- restrict access to information based on language, ethnic origin, citizenship, social status, political 

affiliations, gender identity or other sensitive characteristics; 
- create "digital bubbles" or "algorithmic echo chambers" that limit critical thinking and pluralism 

of thought;  
- distort search results, recommendations of goods, services, news or public services in favour of 

specific subjects of economic or political power, which constitutes a manifestation of discrimination or 
unfair competition. 

In order to ensure transparency, operators are obliged to: 
- document the logic of decision-making and version-locking model updates; 
- provide users with clear explanations of the reasons for the decisions made; 
- provide the possibility of independent auditing and periodic verification of algorithms for 

compliance with digital neutrality and non-discrimination. 
32.4 Any detected cases of violation of the principle of digital neutrality, including factually 

recorded cases of digital discrimination, information manipulation, algorithmic distortion or deliberate 
privilege or restriction of certain subjects or ideas, pose a direct threat to national information security, 
democratic order and digital sovereignty of the State [312]. 

In case of detection of such violations: 
- the operator is obliged to notify the national AI and digital regulator within 24 hours with a 

detailed description of the incident; 
- the regulator initiates an independent interdisciplinary technical, legal and ethical audit with the 

involvement of civil society experts and international partners; 
- for the period of investigation, the regulator has the right to introduce a temporary restriction or 

complete blocking of access to the relevant system, as well as to suspend or revoke the certificate of 
conformity;  

- in case of confirmation of intentional violation or systemic negligence, administrative, financial, 
and, if there is damage, criminal sanctions are applied to legal entities and individuals in accordance with 
national legislation and international obligations of the State. 

Information about such cases is subject to inclusion in the National Register of Digital Neutrality 
Incidents with open access for scientists, media and the public, except for data constituting state secrets or 
information protected by law. 

32.5 The Authorized Body of Public Administration in the field of AI, in cooperation with 
specialized scientific institutions, independent expert centres, digital rights institutions and representatives 
of international technical assistance, organizes the development, regular updating and implementation of 
the "White Paper on Digital Neutrality of the State" — a strategic conceptual document of a 
recommendatory and regulatory nature, which establishes [313]: 

- basic principles of digital neutrality as a component of the national digital policy; 
- classification and description of potential risks of digital discrimination, manipulation and 

distortion of information; 
- models of application of the principle of digital neutrality in various areas (education, healthcare, 

justice, defence, cybersecurity, social networks); 
- indicators, criteria and monitoring techniques, including automated tools, independent 

examination mechanisms and human control; 
- procedures for responding to violations, including mechanisms for public reporting, prosecution 

and engagement with civil society. 
The White Paper is an official document with open access, which is updated at least every two years 

and is subject to public discussion with the involvement of representatives of the public, business, the IT 
sector and international partners. 
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CHAPTER 33. THE PRINCIPLE OF DIGITAL SOVEREIGNTY AND NATIONAL 

CONTROL OVER DATA 
The digital sovereignty of the State is defined as the totality of exclusive, inalienable and legally 

protected public law powers of the State to form, implement and control all policies, regulations, 

technological architectures and practices that regulate the circulation of data on the territory of the country 

and in its cyberspace, as well as in cases where the data are related to citizens or residents of the State.  

Digital sovereignty is a legally binding principle that defines the limits of the legitimate functioning 

of artificial intelligence systems and other digital services on the territory of the State. No AI system or 

digital infrastructure that affects the management of state or socially significant processes is subject to 

extraterritorial treatment in relation to the norms of national law. Data sovereignty means that data are 

governed by the laws of the State in whose territory they are created, stored and processed, and are subject 

to processing and transfer exclusively in accordance with the laws of that State, including when they are 

transferred outside its jurisdiction. 

Digital sovereignty includes the right to establish legal, technical, cryptographic, ethical and 

institutional frameworks for the processing, analysis, storage, transfer, aggregation, cross-border 

processing, interoperability, reuse, localization and destruction of all types of data — regardless of their 

personalized status — that are directly or indirectly related to the jurisdiction of the State, its natural or 

legal persons, digital infrastructure or information sovereignty. 

Institutional control is carried out by concluding contracts with operators and owners of digital 

systems, maintaining technical documentation, conducting audits and exercising jurisdictional supervision 

over their activities. Mandatory local storage of data on the territory of the State and restriction of its 

transfer outside the State is a key tool for the implementation of digital sovereignty, which is used to prevent 

the loss of control over data and related strategic resources. 

To implement digital sovereignty, the state establishes: localization of servers and data on its 

territory in order to ensure control and access; state control over the logic of the systems through API 

openness, oversight of updates, and independent audits of digital systems; measures for disaster recovery 

and ensuring autonomous management in case of cyber incidents or loss of control by a foreign operator. 

The supreme executive body of the State (or another central executive body authorized by law) approves 

and maintains the Register of Sovereign Critical IT Systems and establishes for them special licensing 

conditions, requirements for data placement and encryption, the procedure for auditing AI algorithms and 

the mandatory return (repatriation) of data to the territory of the State Law. 

All digital platforms, operators, providers, artificial intelligence systems and analytical modules that 

operate with data of national origin or access national data sets are obliged to: 

provide physical storage of primary data in certified national data centres; 

notify the state regulator of any data transfer outside the country, indicating the purposes, recipients, 

protection channels and deadlines — no later than 72 hours from the date of the decision on the transfer; 

implement monitoring interfaces for state control with transparency of access and protection of trade 

secrets; 

carry out mandatory localization of critical data, the list of which is determined by law; 

comply with the policy of assessing countries by the level of legal and technical protection of 

information in case of cross-border data processing. 

The authorized central executive body in the field of digital technologies and artificial intelligence 

establishes and approves technical, organizational and cryptographic requirements for the architecture of 

data handling; carries out a systematic audit of digital platforms for compliance with these requirements; 

maintains and updates the Register of Critical Data; determines the modes of their storage and processing 

depending on the categories of influence on national interests; and is empowered to issue binding orders to 

restrict or terminate the activities of digital platforms in case of violation of the requirements of this article. 

Violation of the principle of digital sovereignty entails, depending on the nature and degree of the 

violation, the application of a set of legal measures, in particular: administrative liability, financial 
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sanctions, temporary suspension of market access, criminal prosecution in case of a threat to state security, 

public entry into the Register of Digital Sovereignty Violators with the determination of the term and nature 

of restrictions on public-private turnover, as well as other measures provided for by law. 

The Government of the State is obliged to ensure the functioning of a sustainable independent digital 

infrastructure, which includes: 

public cloud environment using open source technologies; 

geo-distributed network of certified data centres; 

unified interoperable systems for logging access to data; 

mechanisms of the digital gateway of sovereignty (tools for filtering and controlling cross-border 

requests for data). 

This infrastructure must guarantee technological independence, comply with the principles of cyber 

defence, energy autonomy and ensuring human rights in the digital dimension, taking into account the 

international obligations of the State. 

33.1 Digital sovereignty is the ability of the state to establish and protect its own rules for the 

functioning of digital systems. For this reason, many countries are implementing data localization policies, 

fearing that their storage and processing outside of national jurisdiction could lead to a loss of control and 

jeopardize state sovereignty [314, 315]. 

The concept of "data sovereignty" means that data is subject to the laws of the country where it is 

hosted, and the state has the right to establish rules for its collection, storage, processing, transfer and 

protection[316]. This principle covers not only technical aspects, but also the legal subordination of all 

information processes. Digital sovereignty in the modern legal order is considered not as a declarative 

political value, but as a legally binding principle. Accordingly, no AI system or digital infrastructure can 

be considered "extraterritorial" in relation to the jurisdiction of the State if it directly or indirectly affects 

the management of state functions or socially significant processes [317]. 

Digital sovereignty of a State means the sovereign, inalienable and exclusive right of the State, its 

citizens and residents to formulate, implement and control policies, legal regulations, technical protocols, 

digital architectures and ethical restrictions governing the processing, analysis, storage, transfer, 

aggregation, interoperability, monetization, reuse and destruction of data that: 

are generated on the territory of the State or in its digital space; 

relate to natural and legal persons under the jurisdiction of the State; 

are processed on digital platforms, servers, cloud environments or infrastructures capable of directly 

or indirectly affecting the sovereign rights of the State; 

are the result of the activities of artificial intelligence systems, digital agents, sensor systems, 

machine learning platforms or other forms of digital analytics operating within national cyberspace or using 

national data. 

Digital sovereignty encompasses both personal and non-personal data, including open, biometric, 

behavioural, analytical, geospatial, energy, financial, educational and other types of data, which are 

recognized as strategic or critical for sustainable development, security, technological independence and 

democratic self-determination of the State, in accordance with the list determined by law. 

All artificial intelligence platforms, regardless of the country of origin, form of ownership, technical 

architecture or place of legal registration, which operate on the territory of the State and receive, accumulate 

or process data on natural or legal persons under the jurisdiction of the State, are obliged to comply with 

the following mandatory requirements: 

ensure the storage of all primary (raw) data sets in certified national data centres located on the 

territory of the State and meeting state requirements for security, energy autonomy and protection against 

physical and cyber threats; 

notify the regulator of each case of data transfer outside the country no later than within 72 hours 

from the date of the transfer decision — indicating the justified purpose, category of data, identification 

data and legal status of the recipient, technical security protocols and storage periods abroad; 
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integrate API access for the state digital sovereignty control body into its own access management 

and monitoring systems, which allows you to track, document and analyse access to data arrays, their 

movement, copying, aggregation and connection of third parties; 

adhere to the policy of mandatory localization of critical data (including biometric, behavioural, 

financial, medical, educational, geolocation), as well as refrain from transferring data to countries officially 

recognized as not guaranteeing an adequate level of legal, technical and ethical protection of information.  

The principle of digital sovereignty applies in cases where [318]: 

1) the state register is located in a cloud storage controlled by a foreign company; 

2) administration of the algorithm that regulates the movement of transport or the functioning of the 

energy system is carried out outside the State; 

3) AI systems decisions on social benefits or lawsuits are based on servers or program code that are 

inaccessible to government agencies. 

For public institutions, the risk of foreign governments' access to data stored abroad poses a 

significant threat to national security and necessitates the introduction of restrictions on the activities of 

companies that provide such services. 

33.2 This principle forms the basis of sovereign technological governance and determines the 

subordination of digital architecture to the requirements of national law. States establish legal regulation 

regarding the storage, processing and transfer of data to guarantee security and ensure sovereign control 

[319]. One of the key mechanisms for restoring digital sovereignty, especially for countries that do not have 

a dominant position in the field of technology, is mandatory local data storage and restrictions their 

relocation outside the national jurisdiction [320]. 

33.3 For the implementation of digital sovereignty, it is provided: 

mandatory territorial localization of servers — data created within the state must be stored on its 

territory, which ensures control over access and processing in accordance with national legislation; 

state control over the logic of the functioning of systems — through API openness, supervision of 

updates, and independent audits; 

mechanisms for emergency recovery of management autonomy, in cases of cyber incidents or loss 

of control by a foreign operator.  

33.4 The ban on digital colonization reflects the current global challenges associated with excessive 

dependence on the activities of international platforms and services. Such dependence can lead to the 

subordination of digital infrastructure to the interests of foreign states or multinational corporations. Studies 

show that digital dominance, concentrated in a few global players that control technology, data and network 

resources, creates "neo-colonial" dependence and poses a threat to the sovereignty of states that do not have 

sufficient technological potential. In this context, the legal principle of a direct ban on digital colonization 

and any forms of indirect interference by foreign actors in critical digital infrastructure is enshrined. Critical 

IT systems and artificial intelligence solutions that affect state or socially significant processes are subject 

to exclusive control within the national jurisdiction. 

33.5 Any direct or indirect interference by foreign actors in critical digital infrastructure and AI 

systems is prohibited if such interference could lead to dependence on external technology companies. The 

dominance of individual states or corporations in the digital sphere creates a risk of "neo-colonial" 

dependence and poses a threat to the digital sovereignty of other countries. The principle of digital 

sovereignty applies, in particular, in cases where: the state register or other key data is hosted in a cloud 

service under the control of a foreign company; the algorithm that regulates the transport or energy system 

is administered outside the State; The decision of the AI system on social benefits or lawsuits is based on 

servers or code that are inaccessible to government agencies. The risk of offshore data storage, especially 

for public authorities and agencies, necessitates the restriction of the activities of providers who exercise 

control over data outside the State. 
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Prohibited:  

any hidden, opaque or unauthorized collection, aggregation, analysis, correlation or combination of 

personal and non-personalized data without the express, informed and voluntary consent of the data subject, 

obtained in accordance with the requirements of data protection legislation; 

transfer of data for possession, use or temporary use to other persons or systems, regardless of 

jurisdiction, including their resale — without direct notification of the data subject, indication of the 

purpose, term, security conditions and ensuring the possibility of revocation of the authorization; 

delegating the functions of processing, analysing or storing personal or critical data to third parties 

located in the jurisdictions of foreign countries, without going through a mandatory procedure for a 

comprehensive assessment of security, legal, technological and geopolitical risks; 

the use of digital platforms, algorithms or infrastructure on the territory of the State that have not 

passed the procedure for assessing compliance with the Digital Sovereignty Policy, are not included in the 

National Register of AI Entities and are not integrated with state mechanisms for transparency, monitoring 

and control of data circulation [321]. 

33.6 Authorized central executive body in the field of digital sovereignty: 

establishes and approves a set of technical, organizational and cryptographic requirements for the 

architecture of storage, routing, processing, exchange, encryption and backup of data, taking into account 

the category of data, the level of their criticality and requirements for interagency and cross-border 

interaction; 

regularly audits foreign and domestic platforms — including cloud services, data centres, artificial 

intelligence modules, application programming interfaces (APIs) and other elements of digital 

infrastructure — for their compliance with the requirements of the digital sovereignty policy, national 

interests, as well as the requirements of cybersecurity and personal data protection; 

maintains and updates the Register of Critical Data, classifying information according to the degree 

of impact on national security, economic stability, defence capability, infrastructure, healthcare, education, 

energy, science, culture and information space, and determines a special regime for their storage, 

processing, access, control and recovery; 

empowered to issue binding orders on the restriction, suspension or complete termination of the 

activities of a digital platform that violates the requirements of this Article, as well as to initiate, in 

cooperation with national and international telecom operators, the blocking of technical protocols, 

interfaces or access to the network in case of detection of violations that pose a threat to digital sovereignty. 

33.7 Violation of the principle of digital sovereignty entails the application of sanctions, 

administrative, financial and criminal measures of responsibility, determined depending on the scale, 

nature, recurrence and severity of the violation [322]. In particular, this may include: 

bringing to administrative responsibility with the imposition of fines, suspension of the license or 

restriction of the functionality of the relevant service; 

criminal prosecution if the violation is intentional, repeated or systemic and is committed with the 

aim of harming state sovereignty, national security, citizens' rights or critical data infrastructure; 

temporary suspension or complete blocking of the operation of the service, digital platform or data 

transmission channel on the territory of the State until the violation is completely eliminated and compliance 

with the requirements of digital sovereignty is confirmed; 

inclusion of an entity in the National List of Sanctions in the Field of Digital Activities, if it violates 

the digital rights of citizens of the State or state policy in the field of data, which entails restrictions on 

access to the market, banking operations, public financing, public tenders, research cooperation and 

investments; 

publication of information about the subject in a special open Register of Digital Sovereignty 

Violators, which is maintained by the authorized body and used by public and private counterparties to 

assess the risks of interaction with such an entity. 
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All measures are accompanied by a legal assessment, ensuring the right to appeal and establishing a 

procedure for reinstatement in case of voluntary elimination of the violation and passing a repeated 

compliance audit. 

33.8 The Government of the State is obliged to organize the development, financing, legal support, 

guarantee the operational resilience and strategic renewal of the independent state digital infrastructure for 

secure processing, long-term storage, analytics and access to critical data. Such infrastructure must meet 

the requirements of national digital sovereignty, information security and technological independence. Its 

key components are: 

sovereign government cloud, built on the basis of open source or controlled technologies, with 

scalability, state-level encryption and isolation from external technology platforms; 

geo-distributed network of data centres with mandatory domestic jurisdiction, cyber protection 

certification, autonomous power supply and physical protection infrastructure in accordance with 

international standards (not lower than Tier III); 

national interoperable platforms for exchanging, monitoring, and logging AI systems' access to data 

sets that provide end-to-end recording of all queries, processing, modifications, and analytical operations 

with the possibility of independent audit; 

Digital Sovereignty Gateway mechanisms, which provide control over interaction with transnational 

digital structures through mandatory identification, filtering and rejection of requests that do not comply 

with the policy of national data control. 
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CHAPTER 34. THE PRINCIPLE OF DIGITAL DEMILITARIZATION AND THE 

PROHIBITION OF ARTIFICIAL INTELLIGENCE AGAINST VICTIMS OF MASS 

DESTRUCTION  
The state recognizes the integration of artificial intelligence into the processes of creating, 

managing, testing or using weapons of mass destruction as unacceptable from an ethical, humanitarian 

and security point of view. Such integration contradicts the fundamental principles of international law, 

undermines human control over the conduct of war and poses a threat to the existence of civilization in 

conditions of technological self-destruction. 

Weapons of mass destruction include any type of weapon or technology capable of causing 

catastrophic damage to the general population, the environment, critical infrastructure or the institutional 

stability of states. In particular, such means include nuclear, chemical, biological, hypersonic, autonomous, 

cyberphysical, and combined forms of combat potential, in cases where their architecture contains elements 

of artificial intelligence. 

It is prohibited to use artificial intelligence at any stage of the life cycle of these tools — from 

research and design to production, modernization, testing, management, and combat use. In particular, the 

following are unacceptable: automated target designation; simulation optimization of combat algorithms; 

algorithmic control of damage trajectories; autonomous decision-making on the use of force; delegating 

to machine learning systems the function of assessing strategic threats or selecting attack targets. 

Any natural or legal person, public institution or private organization engaged in the field of military 

research, production, modernization or operation of defence technologies is required to undergo 

mandatory ethical, legal and security expertise. Such an examination is carried out in order to prevent the 

inclusion of artificial intelligence components in decisions that can affect the control, launch or escalation 

of combat potential with potentially massive consequences. 

The state recognizes the principle of digital demilitarization as a basic component of national and 

global security and initiates the creation of an international digital non-proliferation regime, which should 

become an analogue of nuclear control in the digital age. Within the framework of this regime, it is 

envisaged to: a moratorium on the use of AI in means of mass destruction; international certification of 

dual-use systems; independent international verification of combat algorithms; open audit of their 

architectures; implementation of sanctions and prosecution mechanisms for attempts to circumvent 

established restrictions. 

Any detected violation of this article — in particular, the facts of the use or development of AI 

components in the context of weapons of mass destruction — is recognized as an act of global danger. Such 

actions qualify as crimes against peace, humanity and international law within the meaning of international 

criminal law, and entail international criminal prosecution, the application of sanctions, as well as 

authorized measures to block, neutralize or destroy the relevant digital or physical infrastructure that poses 

a threat. 

The member states of the international community call on all countries of the world, international 

organizations, the scientific community and the high-tech industry to support the development of an 

international convention on the prohibition of the use of artificial intelligence in the context of means of 

mass destruction. Such a convention should enshrine in international law the fundamental principle:   

34.1 The state recognizes the use of artificial intelligence technologies as unacceptable and 

incompatible with the principles of international humanitarian law, ethics and national security (АІ) in the 

creation, development, testing, modernization, maintenance, as well as in the tactical or strategic 

management of weapons of mass destruction (WMD) [323]. 

Such WMDs include, in particular, but are not limited to: 

- nuclear weapons — including guidance systems, trigger mechanisms, countdown logic, 

automated response scenarios [324, 325, 326]; 

- biological weapons — including algorithmic simulations of pathogenesis, synthesis of artificial 

pathogens, processing of biomedical data to optimize virulence [327]; 
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- chemical weapons — including automated creation of combat compounds, real-time forecasting 

of the spread of toxic substances using models АІ; 

- cyber weapons of strategic destruction — capable of disabling critical infrastructure, causing mass 

man-made disasters or human casualties because of cyberphysical effects [328]; 

- hypersonic, orbital, underwater, autonomous or multi-vector WMD delivery platforms operating 

under conditions of minimal or complete autonomy of the AI system, excluding humans from the decision-

making cycle (human-out-of-the-loop) [329]. 

Any involvement of artificial intelligence in the processes of modelling, evaluation, performance 

forecasting, management or decision-making in relation to WMD is recognized as a fundamental violation 

of the principles of democratic civilian control over military technologies and creates unacceptable risks 

for the survival of humanity. 

34.2 Prohibited: 

- any use of artificial intelligence systems to control, launch, coordinate, target, or take actions to 

activate the launch mechanisms of weapons of mass destruction, including algorithmic control of 

detonation, calculation of trajectories, course adjustments, and determination of time or objects of 

destruction in any manner [330]; 

- integration of AI into aiming systems that operate autonomously or semi-autonomously, without 

the mandatory presence of a human operator, who has a real opportunity to intercept, change or cancel the 

fire command at any time, with the obligatory recording of this intervention in decision logs [331]; 

- delegating the processes of threat assessment, target selection and decision-making on the use of 

lethal force, including at the strategic level (mass destruction, escalation of conflicts, destruction of critical 

infrastructure facilities), to any digital system, algorithm or neural network without guarantees of 

continuous and legally significant human control [332, 333]; 

- training, training, additional training or testing of artificial intelligence models on data sets, 

simulation models or combat scenarios that are directly or indirectly related to the analysis of the 

effectiveness, scale or mechanics of weapons of mass destruction, in particular through the integration of 

military databases, information from satellite intelligence, open scientific data and simulations of physical, 

biological or chemical processes of destruction [334]. 

34.3 Any organizations, institutions or business entities — regardless of ownership, organizational 

and legal status or subordination — that carry out activities in the field of research, design, development, 

testing, production, supply, maintenance or modernization of weapons, military technologies or critical 

infrastructure and dual-use technologies are required to undergo a mandatory multi-level examination to 

prevent the integration of components artificial intelligence in procedures that: 

− directly or indirectly affect the control over means of mass destruction; 

− create the risk of delegating lethal decisions to digital systems; 

− are used as elements of autonomous combat platforms; 

− generate, interpret, or transmit combat commands without confirmed human intervention. 

This examination covers the ethical, legal, technical and security components of the assessment, is 

carried out by notified bodies with the participation of independent international experts and is a 

prerequisite for obtaining authorization for any stage of the life cycle of a defence product. 

34.4 The state officially recognizes the principle «Digital Non-Proliferation» (digital non-

proliferation in the field of weapons) as a key element of the global strategic security regime aimed at 

preventing the use of artificial intelligence technologies in the field of development, optimization, 

proliferation and use of weapons of mass destruction. 

In this context, the State initiates the creation of an International Agreement on the Prohibition of the 

Use of AI in the Field of Weapons of Mass Destruction, which should provide for: 

− recognition of AI as a technology subject to a special regime of international control when 

combined with WMD; 

− a mechanism for independent certification and verification of military digital systems for the 

absence of uncontrolled AI components in them; 
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− introduction of a moratorium on research and testing of AI algorithms in the context of strategic 

weapons until the development of universal norms of international law; 

− the establishment of a permanent oversight body under the auspices of the United Nations or a 

global multilateral alliance mandated for access, verification and response; 

− criminalization in international law of attempts to circumvent, conceal or imitate AI components 

in strategic weapons systems. 

The state undertakes to promote this initiative at the level of of the United Nations General Assembly, 

as well as within regional organizations and recognizes this policy as an integral part of the international 

digital legal order and the global security system. 

Detection of any violation of the provisions of this Article, in particular the facts of the development, 

testing, implementation, use, transfer, licensing or export of weapons, systems or components that combine 

the functions of means of mass destruction with elements of artificial intelligence (both autonomous and 

auxiliary), is recognized as an internationally wrongful act, which creates an extremely high level of risk to 

the foundations of national sovereignty of states, the viability of its democratic institutions, the physical 

security of citizens, the state of the environment, global stability, the prevention of armed conflicts and the 

preservation of human civilization. 

Such actions are classified as a threat of an international nature that goes beyond the limits of 

domestic jurisdiction and require a response both within the framework of the domestic law of states and 

through the mechanisms of universal jurisdiction, international criminal, humanitarian and security law. 

Such violations entail: 

- criminal liability with the qualification of relevant actions as crimes against peace, crimes against 

humanity and war crimes in accordance with the Rome Statute of the International Criminal Court and the 

national criminal codes of the member states of the international community; 

- the imposition of international sanctions, including economic, technological, diplomatic and 

defence sanctions, against States, state and non-state organizations, individuals, companies and research 

institutions that have participated in or facilitated such actions; 

- inclusion of violators in special sanctions lists, which provides for the blocking of assets, 

restriction of access to financial systems, as well as the prohibition of scientific and technological 

cooperation; 

- public qualification of such actions as threats to all humanity with the initiative to bring 

perpetrators to individual and institutional responsibility within international courts or specially created 

hybrid tribunals; 

- authorized neutralization or elimination of infrastructure, digital systems, research facilities or 

cyber environments used to implement violations — with documented international control and in 

coordination with the UN Security Council or other authorized international body. 
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CHAPTER 35. PROTECTING THE DIGITAL ENVIRONMENT AND THE RIGHT 

OF FUTURE GENERATIONS TO A SAFE DIGITAL ENVIRONMENT 
The digital ecosystem is recognized as an integral part of the social, cultural, and mental landscape 

of modern society. It encompasses all levels of human-digital interaction — from infrastructural to 

cognitive — and is shaped, used and regulated in accordance with the principles of digital sustainability, 

intergenerational responsibility, safe technological progress and preservation of the living environment for 

future generations. 

Digital ecology in this Act is a multidimensional system in which technical, ethical, cultural and 

social factors coexist harmoniously without prejudice to the mental and physical health of a person, his 

cognitive and informational autonomy. All digital systems, platforms, infrastructures, artificial intelligence 

systems and autonomous agents are subject to development, implementation and use exclusively in a way 

that ensures the preservation of the ecological balance of the digital space, guarantees the humanistic 

principles of social development and prevents the emergence of new forms of digital inequality or 

intellectual colonialism. 

It is prohibited to use algorithms that cause psychological pressure, impose patterns of behaviour or 

restrict freedom of choice, form addiction or create self-replicating digital environments that lead to the 

loss of a person's ability to think critically and autonomously. It is not allowed to use digital systems that 

affect biodiversity, energy consumption, climate change or generate waste without a Life Cycle Assessment 

in accordance with international environmental standards. 

The state provides a national policy of digital ecology, which provides: the introduction of ethical 

standards for the design and use of digital technologies; conducting mandatory environmental expertise of 

digital infrastructures; protection of the rights of the most vulnerable groups of the population — children, 

the elderly, persons with disabilities, refugees, representatives of national minorities — from the influence 

of dangerous, opaque or uncontrolled digital systems. 

Everyone has an inalienable right to a fair, transparent, humane and environmentally friendly digital 

environment that does not cause digital exhaustion, emotional discomfort or manipulative influence. Such 

an environment should be free from intrusive content and excessive information flows that can create 

chronic anxiety or distract cognitive attention without the explicit consent of the user. A person has the 

right to digital hygiene, which includes access to tools for monitoring their own activity, the right to 

depersonalize data, control over their own digital identity, and the ability to proactively restore their 

autonomy in the digital space. 

The state initiates the creation of the International Charter of Digital Ecology and the Rights of 

Future Generations as a new type of normative and ethical act that enshrines the right of future generations, 

including the unborn, to a safe, sustainable, humane and dignified digital future. The Charter proclaims 

the digital ecosystem as a global public good, obliges states, companies and scientists to act within the 

acceptable "green digital footprint", introduces standards of digital responsibility and establishes the 

obligation of each generation to ensure that the digital environment is transferred in a better condition 

than received. 

Digital ecology encompasses not only aspects of energy consumption and potential environmental 

damage, but also the fundamental principles of dignity, freedom, psychological safety, cultural continuity, 

and intergenerational justice. A person acts not only as a user of digital technologies, but also as their co-

creator, keeper and ethical subject of the digital environment. The state recognizes this role and undertakes 

to integrate the principles of digital ecology into all areas of state policy, the education system, legal 

regulation mechanisms and the practice of international cooperation. 
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35.1 The state recognizes the digital ecosystem not only as an infrastructural, technological or economic 

component of modern life, but as an element of the anthroposocial space that directly affects mental health, 

cultural identity, civic autonomy and the right of every person to sustainable development  [335]. 

The digital environment is recognized as a form of the new common heritage of humanity, to which 

the principles of responsibility, non-discrimination, sustainability, ethical design and the right to digital 

ecological balance should be applied [336]. 

All artificial intelligence systems, autonomous digital agents, algorithmic infrastructures, computing 

platforms, and simulation environments shall be designed, deployed, and operated [337] in such a way that: 

does not disturb the balance between technological progress and human dignity; 

does not replace the institutions of intergenerational responsibility with algorithmic calculations; 

does not create new digital inequalities or digital exclusion zones; 

contributes to the preservation of cultural diversity, environmental safety and digital integrity as basic 

conditions for the life of future generations. 

35.2 Prohibited: 

systematic or large-scale use of AI algorithms to create psychological, cultural, or informational 

pressure on a person, including mind manipulation, imposition of decisions, or the formation of 

unauthorized dependencies on digital influence systems; 

uncontrolled and exponential scaling of digital agents that can self-learn, self-replicate or 

autonomous decision-making without clearly defined boundaries of legal regulation; 

creation of digital systems capable of influencing biodiversity, climate change, energy consumption 

or the life cycle of hardware without proper Life Cycle Assessment. 

35.3 The State undertakes to ensure [338]: 

development of ethical and technological standards for digital sustainable development; 

conducting mandatory environmental expertise of digital infrastructures and technological solutions, 

considering their impact on energy, the environment, social practices and future generations; 

protection of the digital rights of children, the elderly and socially vulnerable groups in the context 

of the application of algorithms that make decisions in the field of education, labour, healthcare, migration 

or access to services. 

35.4 Every person, regardless of age, gender, nationality, social status or level of digital 

competence, has an inalienable right to [339]: 

transparent, fair, environmentally sustainable and psycho-emotionally safe digital environment, in 

which there is no hidden algorithmic discrimination, the imposition of commercial or political narratives, 

as well as excessive intensity of digital interaction that harms psycho-emotional well-being; 

protection against digital noise, information overload and excessive content that distracts attention, 

provokes anxiety or is addictive, including advertising, content that deliberately imitates relevance and 

background digital streams; 

implementation of individual digital hygiene, in particular: 

- access to audit and monitoring tools for your own digital activity; 

- the right to "digital oblivion" with the possibility of deleting accounts, anonymization of data and 

termination of automatic profiling; 

- the ability to restrict or change your digital identity, temporarily opt out of data processing, 

tracking, or personalized influences; 

- the right to view and re-verify digital traces (search history, actions, preferences, etc.) and 

proactively restore their own digital autonomy. 

The state initiates the creation of the International Charter for Digital Ecology and the Rights of 

Future Generations, a fundamental international act of ethical, legal and strategic nature, which should 

enshrine the principles of interaction between humanity, digital technologies, the natural environment and 

unborn generations as participants in a global digital treaty (contract). 

The charter should include: 
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declaring the digital ecosystem a global public good that requires an international legal protection 

regime; 

consolidating the obligation of states, companies, scientists and technological developers to act 

responsibly within the framework of the "ecological digital footprint", considering the long-term 

consequences of the introduction of technologies for nature, people and culture; 

setting standards for digital environmental reporting for digital platforms, including resource use, 

heat emissions, mental health impacts, and changing behavioural patterns; 

recognition of the right of future generations to a safe, dignified, ethically controlled and non-violent 

digital environment that does not threaten the survival of humanity and the sustainability of the biosphere. 

The basis of this initiative is the principle: "A person is considered not only as a user of the digital 

environment, but as its responsible co-creator, guardian and guarantor of the continuity of technological 

development based on respect for life." 
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CHAPTER 36. THE PRINCIPLE OF DIGITAL SUPERIORITY AND INNOVATIVE 

DEVELOPMENT 
The state forms and implements digital policy aimed at unlocking the potential of artificial 

intelligence in the fields of innovation, science, defence, healthcare, education and public administration, 

on the basis of security, ethics and sustainable development. 

In order to ensure digital advantage and stimulate innovative development, the state: 

implements mechanisms of regulatory experiments (the so-called. "sandboxes") to test innovative 

solutions in controlled conditions without prejudice to human rights and freedoms; 

develops and supports public-private partnerships in the field of research, development and 

commercialization of the results of technological developments in the field of artificial intelligence; 

creates and expands national data centres, cloud computing platforms and open data infrastructure 

suitable for training and testing artificial intelligence models; 

contributes to the formation and operation of digital clusters, incubators and research laboratories 

focused on the development of artificial intelligence. 

A  system of standards for open application interfaces (APIs) and interdepartmental interoperability 

of digital services is being introduced, which creates conditions for accelerating the development of 

solutions based on artificial intelligence, increasing their efficiency and adhering to ethical standards for 

their application. 

36.1 The state forms and implements a single comprehensive national digital policy, which provides 

for a system of strategic, regulatory, institutional and financial measures aimed at achieving long-term and 

sustainable leadership in creating, implementing and scaling the application of artificial intelligence 

technologies [340]. This policy covers key innovation areas, including basic and applied scientific research, 

the security and defence sector, healthcare, education, industrial production, and public administration [341, 
342, 343]. 

Policy development and implementation is based on the following principles: 

the principle of security — ensuring cyber protection, information resilience and minimizing risks to 

national security, as well as human rights and freedoms; 

the principle of ethics — ensuring the  integration of ethical norms into all stages of the life cycle of  

AI systems, with the prevention of discrimination, bias and violation of  the right to privacy; 

the principle of sustainable development — ensuring a harmonious combination of economic, social 

and environmental interests, in particular using energy-efficient technologies in the creation and operation 

of artificial intelligence systems; 

the principle of compliance with international standards is the harmonization of national norms with 

the requirements and recommendations of the EU, OECD, ISO, IEEE and other international organizations, 

as well as active participation in the formation of global standards and protocols. 

The policy also provides for the formation of an innovation ecosystem that provides synergy between 

government agencies, scientific institutions, business and civil society, creating conditions for attracting 

investments, developing human capital and integrating the State into the international digital space. 

In order to accelerate the implementation of innovations and verify their safety and compliance with 

legal and ethical requirements, the state creates and maintains regulatory sandboxes (hereinafter referred to 

as "sandboxes") — special legal regimes for testing AI technologies under controlled conditions. 

Such sandboxes: 

- function under the jurisdictional, organizational and technical supervision of authorized state 

bodies; 

- provide for certain terms of testing and mandatory control over the results; 

- guarantee the protection of the rights and freedoms of participants in experiments; 

- Startups, scientific laboratories, public and private companies are allowed to participate under 

simplified admission procedures. 
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The results of sandbox activities are subject to mandatory publication and analysis in order to 

improve the regulatory framework. 

The state promotes the development and operation of public-private partnerships in the field of 

research, development and commercialization of AI technologies. 

This includes: 

- joint financing of research and development works; 

- creation of scientific and industrial consortia; 

- exchange of research results and technological developments (know-how) between public 

institutions and the private sector; 

- mechanisms for the distribution of intellectual property rights that ensure a balance between the 

interests of investors, developers and the state. 

Such teams ensure a reduction in the time from laboratory tests to their practical application and 

commercial implementation. 

The state creates, builds, and expands national data centres, cloud platforms, and open data 

infrastructure to train and test AI models. 

This implies: 

- the use of standardized data formats to ensure their compatibility and quality; 

- providing free or licensed access for scientific institutions, startups and enterprises; 

- data protection in accordance with legislation in the field of cybersecurity and personal data 

protection; 

- optimization of energy consumption and the use of renewable energy sources during the operation 

of data centres. 

36.2 The state promotes the creation of digital clusters, incubators and research laboratories focused 

on the development and implementation of AI solutions [344]. 

Such structures provide: 

- concentration of highly qualified specialists and the formation of an expert environment; 

- exchange of knowledge and experience between ecosystem participants; 

- creation of infrastructure for rapid prototyping and testing of products; 

- access to investment resources, grants, and international support programs. 

36.3 A system of open application interfaces (APIs) and interagency interoperability of digital 

services [345] is being introduced, which: 

- ensures the integration of digital services of public authorities and the private sector; 

prevents duplication of functions and data; 

contributes to the acceleration of the development of new state and commercial services; 

creates a single national ecosystem for information exchange based on standardized protocols. 

36.4 All innovations implemented within the framework of this principle undergo an independent 

ethical examination in order to verify the compliance of projects with these principles [346, 347]: 

- transparency and explainability of algorithms; 

- non-discrimination and prevention of bias; 

- protection of privacy and data security; 

- accountability of system developers and operators. 

The results of the examination are subject  to mandatory publication in the public domain, and the 

recommendations of experts are subject to mandatory consideration when making decisions on scaling or 

commercialization of technologies. 
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CHAPTER 37. THE PRINCIPLE OF THE RIGHT TO NON-ALGORITHMIC 

EXISTENCE 
The right to non-algorithmic existence is inalienable and belongs to every person. It guarantees the 

ability to refuse interaction with artificial intelligence systems in the absence of its voluntary and informed 
consent, except for cases expressly established by law. Such exceptions are allowed solely for the purpose 
of ensuring national security, defence of the state, countering terrorist threats, protecting public health and 
ensuring public safety, as well as in other cases when automated systems are the only possible means of 
performing tasks determined by law, subject to the obligatory condition of further human control. 

Each person has the right to choose an alternative in the form of direct human contact or obtaining 
a solution without the use of automated technologies; the right to avoid automated classification, scoring 
and personalized influence, as well as the right to receive clear and understandable information about the 
degree and nature of human control in the system. 

Entities that implement or operate artificial intelligence systems are obliged to ensure that the user 
can opt out of algorithmic interaction without causing any harm to him without negative consequences or 
restriction of access to the main service or its functionality, unless otherwise expressly established by law. 
Technical and organizational mechanisms for disabling the algorithmic mode should be easy to use, ensure 
an immediate transition to the mode of operation under human control and record the fact of the user's 
exercise of this right. 

37.1 Every person has an inalienable right to refuse to interact with an artificial intelligence system, 
regardless of the sphere of social relations, if such interaction occurs in the absence of his/her voluntary 
and informed consent [348]. 

Exceptions to this right are allowed only in cases expressly provided for by law, in particular: 
to ensure national security, defence of the state and countering terrorist threats; 
in the field of epidemiological control, health care and public safety, when the use of  AI systems is 

necessary to prevent the spread of dangerous diseases; 
in cases where automated systems are the only possible technical means of performing tasks 

determined by law, subject to further human control. 
Each exception should be clearly defined in the law with a clear establishment of the limits of 

application, control procedure and effective mechanisms for protecting the rights of the individual. 
37.2 Every person has a guaranteed right to: 
1. An alternative in the form of human contact or a human decision is the ability to choose the 

consideration of his/her case, request or service without the involvement of automated systems through 
direct interaction with an authorized representative (operator, official, consultant). 

2. The right to avoid automated classification, scoring, or personalized influence — the right not to 
be subjected to automatic determination of belonging to certain groups, assessment of risks, 
creditworthiness, social behaviour or characteristics of a person, as well as the right to refuse to receive 
individually targeted messages, recommendations or suggestions generated exclusively by algorithms [349]. 

3. The right to be fully informed about the degree of human control in the system — to receive clear, 
understandable and timely information about whether the results of the AI system are monitored by a 
person, to what extent and at what stage of decision-making [350]. 

These rights are exercised without any discrimination or unreasonable restrictions, and their 
enforcement is the responsibility of all actors implementing or operating AI systems. 

37.3 Operators and other entities that implement or operate AI systems are required to: 
provide the user with the opportunity to refuse algorithmic interaction at any stage, unless such 

interaction is provided for by law as mandatory; 
to guarantee that the user's situation does not deteriorate in the event of the exercise of the right to 

exit, by refusing to provide the main service or non-fulfilment of obligations, unless such actions are due 
to critical security requirements or are not expressly established by law; 

to ensure the technical and organizational possibility of immediately disabling the algorithmic mode 
and switching to the mode of operation under human control; 

record and store information about the user's exercise of the right to exit for the purpose of 
monitoring, auditing and preventing human rights violations. 
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CHAPTER 38. THE PRINCIPLE OF TERRITORIAL SOVEREIGNTY IN THE 

FIELD OF AI 
Only those artificial intelligence systems that have an official representation, are included in the 

National Register of AI Systems and operate in full compliance with the requirements of the legislation in 

the field of human rights, state sovereignty and national security can operate on the territory of the State. 

It is prohibited:  

the use of transnational AI systems in critical areas without national control; 

transfer of strategically important data outside the State without conducting an independent 

examination and obtaining special permission from authorized bodies; 

import and use of AI models, the training of which was carried out on materials that distort historical 

facts, humiliate national dignity or pose a threat to national security. 

In order to protect the national digital space, a state Digital Border Policy Mechanism is being 

created, which certifies and audits AI systems, monitors the sources of their training, detects facts of 

uncontrolled data movement and unauthorized access to state resources, can impose temporary restrictions 

or blocking of systems that pose a threat, and ensures international cooperation in the field of digital 

security. 

All provisions of this Article are aimed at ensuring territorial integrity, digital sovereignty, national 

security and protection of the rights and freedoms of citizens of the State. 

Any artificial intelligence system operating in the territory of the State is obliged to have a clearly 

defined legal status, which is fixed through state registration, licensing and permanent state control [351]. 

Registration in the National Register of AI Systems performs not only the function of identifying and 

accounting for technological solutions but also ensures the transparency of information about their owners, 

the responsibility of operators, as well as the ability to trace the supply chain and the origin of software. 

Official representation on the territory of the State is a prerequisite that provides a legal mechanism 

for the protection of users' rights, the application of sanctions and the exercise of judicial control. The 

existence of such an institution provides the state with the opportunity to bring to justice subjects in cases 

of harm to individuals or legal entities or society. 

Compliance with national legislation implies not only formal consistency, but also compliance with 

substantive standards: respect for human rights and freedoms, protection of personal data, guarantee of 

information and national security, as well as compliance with the requirements for the transparency of 

algorithms and non-discrimination of their decisions. 

Thus, the principle of digital jurisdiction is enshrined in law, which extends state sovereignty to all 

digital technologies and services operating on the territory of the State. This means that any activity of AI 

systems must be carried out within the national legal space of the State, considering the principles of the 

constitutional order, the requirements of legislation in the field of human rights, information security and 

data protection. 

Supervision of the activities of such systems is carried out by authorized state bodies that have the 

authority to conduct audits, issue orders to eliminate violations, apply sanctions and, if necessary, limit or 

stop the operation of systems that pose a danger. 

This principle determines that the digital space, despite its cross-border nature, is subject to the 

territorial jurisdiction of the state and is an integral part of its national sovereignty. 

Prohibitions and restrictions on the use of critical data and models. It is prohibited to use transnational 

AI systems in critical areas (defence, energy, transport, healthcare, finance) without proper national control 

and oversight, as this poses an immediate threat of interference in the functioning of strategic infrastructures 

and can lead to paralysis of public administration systems or undermining the defence capability of the 

state. 

The transfer of strategic data outside the State without conducting an independent examination and 

obtaining special permission is considered as a direct and potentially critical threat to state sovereignty. 
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Such a transfer creates a risk of establishing external control over the country's key information resources 

and can be used to exert economic, political or military pressure.  

Strategic data includes, but is not limited to: 

- defence orders and military developments; 

- geospatial data on critical objects of energy and transport infrastructure; 

- detailed financial and banking transactions; 

- large arrays of biometric and medical data; 

- results of scientific and technical research of dual use; 

- data containing information about cyber defence systems and algorithms for managing state 

networks. 

Any transfer or export of such data outside the State must undergo a mandatory multi-level 

examination, which includes: 

- technical verification of information security; 

- legal assessment of compliance with international treaties and national legislation; 

- risk assessment carried out by specially authorized bodies in the field of national security. 

The examination should determine the degree of risk to the state, potential scenarios for the use of 

this data for hostile purposes and provide mechanisms for compensation for damage and control over their 

further use. Only after a positive conclusion of all three levels of expertise and the granting of a special 

permission from the State can a decision be made on the limited and controlled transfer of information 

outside the State. 

The import of artificial intelligence models, the training of which was carried out on materials that 

distort historical facts, deny or justify the facts of armed aggression against the State, humiliate national 

dignity or contain elements of enemy propaganda, is considered as the use of information weapons. Such 

models can spread distorted narratives, undermine trust in state institutions and form dependence on 

external information sources. 

The prohibitions enshrined in this paragraph implement the concept of digital memory security, 

which provides for the systematic protection of society from the manipulation of history and collective 

identity through the use of artificial intelligence technologies. In addition, they ensure the information 

stability of the state from threats, which is aimed at preserving the historical truth, cultural heritage and 

independence of political processes. 

The Digital Border Policy Mechanism functions as a "digital border" and integrates legal, technical 

and organizational tools, aimed at preventing uncontrolled penetration of AI systems into the territory of 

the State. It establishes mandatory certification of AI systems before their use, audit of training sources, 

verification of the transparency of algorithms and their compliance with international standards and national 

legislation. 

Its functions include: continuous monitoring of cross-border data flow; analysis of large volumes of 

information traffic to identify hidden channels of information leakage; application of procedures for 

temporary suspension or blocking of dangerous systems; control over the sources of supply of software and 

hardware components; formation of a register of risk technologies. 

The mechanism provides for the creation of special structures — units of the Cyber Border Service, 

which control access points to global networks, apply data inspection, monitoring and filtering 

technologies, are functionally combined with the national cyber defence system and interact with 

international partners in the field of digital security. It is also empowered to promptly respond to identified 

threats, including the use of measures isolation of individual network segments or forced withdrawal from 

circulation of dangerous systems. 

As a result of the implementation of this mechanism, a system of digital protection of the state is 

formed, which provides both reactive protection against already identified risks and preventive containment 

of dangerous technologies. It is a component of a systemic strategy for controlling global information flows, 

contributes to the formation of trust between the state, citizens and business, and guarantees the preservation 
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of the security of the digital environment of the State and its subordination to the principles of national 

sovereignty. 

The consolidation of the digital space as an equivalent component of state sovereignty reflects the 

formation of a new paradigm of state policy, in which the digital sphere is recognized as equivalent to the 

classical territorial dimensions — land, sea and air territory, as well as national information infrastructure 

and critical digital services. Any artificial intelligence systems operating on the territory of the State or 

purposefully providing services to users on its territory (extraterritorial effect) are subject to national 

legislation and the jurisdiction of national courts and regulatory authorities. 

On this basis, the concept of electronic jurisdiction is formed: the state determines the rules for access 

to the digital market, establishes requirements for registration, certification and audit of AI systems, 

introduces modes for localization and storage of strategic data, and ensures the enforcement of decisions 

regarding foreign entities operating on its digital territory. Electronic jurisdiction combines the territorial 

principle (place of provision of services or location of infrastructure) with the principle of target orientation 

(user orientation). 

The strategic direction of state policy in the field of digital security is based on a triune logic: 

- preservation of national identity and historical truth;  

- assertion of information sovereignty and increasing resilience to hybrid threats and influences; 

- stimulating innovation and development of the national AI ecosystem. 

To implement this direction, the state: establishes requirements for transparency and accountability 

of algorithms; introduces a mandatory Human Rights & Security Impact Assessment (AI/Human Rights & 

Security Impact Assessment); ensures interoperability and implementation of open standards in areas of 

public importance; supports the localization of critical computing infrastructure and government data 

centres. 

In order to prevent digital colonialism, mechanisms are being introduced to ensure non-

discriminatory market access and limit the abuse of the dominant position of "digital gatekeepers", in 

particular: requirements for interoperability and data portability; obligations regarding the transparency of 

tariffs and conditions of access to the API; safeguards against the imposition of unprofitable contractual 

practices; mechanisms of forced disclosure of technical information for conducting a state audit, subject to 

the preservation of trade secrets. In the field of public services, the state can set minimum levels of service 

(public service obligations) and requirements for open interfaces. 

The institutional architecture for the implementation of this principle includes: the Authorized 

Central Authority for AI; National Centre for Digital Inclusion and Trust; the mechanism of digital border 

policy; industry regulators and the Independent Digital Rights Ombudsman. Their responsibilities include 

supervision, auditing, crisis response coordination, record-keeping, and public reporting. At the same time, 

procedural fairness is guaranteed, which includes: the right to be notified, the right to participate in the 

procedure, the right to receive a reasoned decision, the right to appeal and the right to judicial review. 

For practical implementation, milestones and key performance indicators (KPIs) are established, in 

particular: the share of registered AI systems in the market; percentage of completed audits; average 

response time to incidents; the level of localization of computing resources; Share of content with confirmed 

provenance attribution; number of international agreements on mutual recognition of certification. 

Transitional periods and a "grandfathering" mechanism are envisaged (preservation of rights for existing 

systems subject to their gradual alignment), as well as the application of proportional sanctions for detected 

violations. 

In the international dimension, it is envisaged to integrate cybersecurity and trusted data into 

democratic alliances, conclude agreements on mutual assistance in digital investigations, mutual 

recognition of technical standards and certificates, as well as participate in the development of global norms 

for responsible AI. All measures are carried out with respect for the principles of necessity and 

proportionality, respect for freedom of expression and privacy, as well as considering the balance between 

security and innovative development of the economy. 
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CHAPTER 39. THE PRINCIPLE OF NON-SIMULACRITY OF A PERSON 
The human personality is not reduced to an algorithmic profile, a scoring index, or a behavioural or 

psychometric model. Any digital representation (in particular, a "digital twin", an avatar or a shadow 

profile) is an exclusively auxiliary analytical construct and cannot replace the will, autonomy and right to 

self-determination of a person. 

Decisions that have a significant impact on dignity, autonomy, legal personality, access to basic 

services, or reputation are not made exclusively by automated AI systems. The following are provided: a) 

meaningful human supervision; b) the right to human, non-algorithmic review; c) personalized and 

understandable justification of the decision. 

"Total scoring" and social ratings are prohibited the formation of integral indices of "value" or 

"trust" of a person and cross-domain cross-linking of data that have a decisive impact on rights and 

opportunities. Only narrowly targeted scoring practices within a specific legitimate goal, without 

transferring the results to other areas, if transparency, independent auditing and human review are 

ensured. 

The creation and use of digital twins and facial simulations is only permitted with the explicit, 

informed and revocable consent, for clearly limited purposes, with permanent marking and technical 

safeguards against impersonalization. Special protection regimes are established for minors, vulnerable, 

deceased persons and public figures. It is prohibited to make political or commercial "endorsements" on 

their behalf, as well as actions that may be perceived as legally significant statements. 

Suppliers and operators act on the principle of dignity-by-design: they integrate human dignity into 

the design, data processing and operation of systems; provide explainability and contextualization of 

results; avoid the use of proxy features that may lead to discrimination; guarantee "human exception" as a 

right to intervene; keep journals of decisions and publish descriptions of the logic of high-risk processes; 

manage data in accordance with the principles of minimization and security; maintain incident response 

plans; control the supply chain; organize systematic staff training and report on key performance indicators 

(KPIs). 

Procedural rights are guaranteed: preliminary information about the use of AI systems; a clear 

explanation of the key factors of the decision; the ability to present context and evidence; human (non-

algorithmic) review available within a specified timeframe; the right to a representative; suspension of the 

execution of the disputed decision in sensitive areas; access to data and relevant logs (audit-trails); the 

right to compensation for damages; protection from repression; proper fixation and accountability of 

decisions; escalation to the ombudsman or regulator. 

In the areas of justice, medicine, social assistance, education, labour, finance, public services and 

electoral processes, there are increased standards: mandatory human participation, double checks for 

critical decisions, prohibition of predictive policing as a self-sufficient basis for interference, ensuring 

transparency and external audits; Automatic denial of basic services is not allowed. 

High-risk applications undergo the Personhood Impact Assessment (PIA) before deployment and 

periodically after: Target and data analysis is performed; assess risks to dignity, autonomy, non-

discrimination and privacy; a test of necessity and proportionality is carried out; errors and uncertainties 

are checked; human oversight and appeal procedures are being designed; an incident management plan 

and an immediate stop mechanism (kill switch) are developed; KPI monitoring is implemented and 

stakeholder participation is ensured. 

Exceptions for science, art, satire and education are allowed only if: a) obvious marking of artificial 

nature; b) unambiguous separation from factual statements; c) the absence of substitution of identity or 

significant harm to dignity or privacy. Such exceptions do not apply to materials that can be perceived as 

legally significant statements or means of authentication. 

For violations, the following are established: a) administrative sanctions, including a share of global 

turnover; b) civil remedies (compensation, annulment of decisions, correction of records, class actions); c) 

criminal liability in case of intentional and systemic violations. The burden of proving compliance rests 

with the operator or supplier; mechanisms for cross-border enforcement of judgments are provided. 
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The provisions of this Law are interpreted in favour of human dignity (in dubio pro dignitate; pro 

persona). Disclaimers of minimum guarantees are null and void. The principle of divisibility of provisions 

is in force and transition periods are provided for existing systems. In case of doubts about the permissibility 

of total scoring, simulations or decisions without human supervision, the ban is preferred if the operator 

does not prove the presence of effective safeguards and the proportionality of the intervention. 

General rule (dignity over model). A human person cannot be reduced to an algorithmic profile, 

scoring index, behavioural or psychometric model - regardless of accuracy, data volume, methodology, 

context or stated goals[352]. Any digital representation of a person (including a "digital twin", simulation, 

avatar, shadow profile, personalized bot or virtual assistant) is only an analytical abstraction and does not 

reflect the completeness of its subjectivity, intentions, life context and emotional-value sphere [353]. Such 

representation cannot substitute for will, autonomy and the right to self-determination and does not create 

any presumption of truth, "character" or "identity" with a real person [354]. The use of digital representations 

is allowed solely as ancillary evidence and cannot be a self-sufficient basis for definitive conclusions about 

a person's behaviour, motives, or "trustworthiness." 

Algorithmic indicators, proxy signs, and digital profiles cannot be recognized as decisive evidence 

in matters relating to dignity and fundamental human rights. In the event of a conflict between a digital 

profile and an individual's explanations or evidence, individualized human context-based assessment takes 

precedence. It is prohibited to give digital simulations the status of "real will" or "character" of a person, to 

form integral judgments about "value" or "trust" on their basis, as well as to establish any obligations for a 

person without his conscious, free and specific participation. The use of simulated conclusions outside the 

declared boundaries of the model, without a transparent description of errors, uncertainties and risks of 

confusion with reality, is not allowed. 

Prohibition of decisions affecting dignity and autonomy without human participation [355]. No 

decision that significantly affects a person's dignity, autonomy, self-determination, legal personality, 

freedom of movement, access to rights and services, property and labor rights, medical care, family status, 

education, migration and political rights, or a person's reputation can be made exclusively by the AI system 

— even if it is certified or approved by the state. 

For the purposes of this paragraph, a decision with a significant impact is a decision that: rise to legal 

consequences or otherwise significantly changes the position of a person; creates a high risk of harm, 

stigmatization or long-term disability; causes denial or admission to vital services or access to critical 

infrastructure; forms "labels" of unreliability or risk, which determine further decisions of other subjects 

regarding this person. 

In such cases, the following must be provided: 

− meaningful human oversight, which means that the authorized person: is properly trained and 

independent; has sufficient time, full access to materials and technical tools to understand the logic of the 

model, its limits, errors, uncertainties, data used and alternative scenarios; has real competence and 

authority to change or cancel an automated conclusion; documents the grounds for the decision and takes 

into account the explanations and evidence of the person; applies safeguards against "automation bias" and 

"proxy discrimination"; 

− the right to a non-algorithmic viewing channel, which guarantees a person the opportunity to 

apply for a "live" consideration with the participation of a responsible official or commission, submit 

additional data, context and objections, as well as receive a reasoned decision within a reasonable time. 

Such a channel should be accessible, free of charge, inclusive (considering the needs of persons with 

disabilities) and understandable in the language of communication of the person; 

− the right to a personalized and contextually sensitive justification, which includes a clear 

explanation of the key factors that influenced the decision; description of the boundaries of the model and 

its uncertainties; indication of available means of appeal; ensuring contact with the responsible person who 

carries out the review. Requirements for the organization of human supervision and review: 

1. responsible persons (case handlers) are appointed, endowed with competence and authority to 

make final decisions; 
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2. event logs, saving prompts, model and parameter versions, as well as fixing the grounds for 

confirming or rejecting an automated conclusion are provided; 

3. qualification requirements and regular training of personnel on ethics, non-discrimination, 

explainability and work with vulnerable groups are introduced; 

4. Supervising quality metrics are established (in particular, cancellation rate, number of inspections, 

average response time, appeal rate, errors detected) to prevent formal supervision; 

5. Rubberstamping, automatic timeouts equated to approval, and concealment of significant features 

or errors of the model from the person reviewing are prohibited; 

6. In sensitive contexts (justice, health, social assistance, education, migration, labour, finance, 

public services), an increased standard applies: mandatory personal interaction with the person by the 

examiner upon request, the possibility of an oral hearing and the right to the assistance of a lawyer or 

representative. 

Emergencies and exceptions. Temporary primary reliance on automated conclusion is allowed only 

in cases of urgent threat to human life or health or to prevent immediate significant harm, if human 

supervision is objectively impossible at the time of decision-making. In this case,: 

a) the decision is immediately subject to mandatory human confirmation in the shortest reasonably 

possible time; 

b) a person is guaranteed the right to priority review and restoration of violated rights; 

c) All actions are subject to detailed recording for further audit. 

Any internal policies or technical configurations that directly or indirectly neutralize meaningful 

human oversight, limit the right to non-algorithmic review, or replace personalized justification with 

uniform or templated responses without regard to context, are recognized as violating this clause and the 

principle of non-simulacrity of the person. 

Prohibition of Reduction "Total Scoring" and Social Rating. It is prohibited to create, maintain, sell, 

buy or use integral indices or ratings that form a generalized assessment of "value", "trust", "social 

reliability" or other universal indicator of a person (social rating), as well as decision-making based on them 

or according to their determining influence in the areas of labour, credit, insurance, education, housing, 

access to public and medical services, justice, migration, public space and e-governance. 

Total scoring includes practices that:  

aggregate heterogeneous data from several domains (social networks, consumer habits, geolocations, 

finance, search history, biometrics, etc.) to derive a single integral assessment; 

Cross-platform ID stitching, including data brokers or shadow profiles. 

transfer conclusions from one context to another (function creep), creating long-term labels of "risk" 

or "trust" that influence further decisions of third parties;  

use proxy signs that reproduce discrimination on protected grounds or socioeconomic status; 

create "blacklists" or "whitelists" of individuals or groups based on behavioural or social 

characteristics without individual verification. 

Prohibited practices include, but are not limited to: integral "trustworthiness indices" or "general 

trust"; reputational points that determine access to basic services or public spaces; tools that rank citizens 

by "public value"; algorithmic decisions that automatically reduce or increase the rights or opportunities of 

a person on the basis of his/her out-of-the-box behaviour. 

Permissible narrowly targeted scoring is possible only if the following conditions are simultaneously present: 

a. purpose is specific, legal, and clearly limited to the domain (e.g., credit risk assessment — 

exclusively for a specific credit product); 

b. scoring results are not transferred to other goals or areas;  

c. The use of protected features and their proxies is excluded; 

d. Transparency of the methodology is ensured at a level that does not harm intellectual property 

and security, but allows for regulatory audit and clear explanation of identity; 

e. There is a non-algorithmic viewing channel and a real possibility of human adjustment;  
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f. a necessity and proportionality assessment was carried out, including a social impact test, and a 

risk mitigation plan was put in place. 

Suppliers and operators are obliged to: document the sources of data and the legal basis for their use; 

introduce mechanisms for refusing cross-domain crosslinking of identifiers; to prevent the covert 

acquisition or use of reputation indices from data brokers; ensure that a person has the right to access, 

correct or delete data, submit objections, appeal and receive an explanation; publish high-level logic 

descriptions for high-risk applications; keep decision logs and implement bias monitoring. 

Responsibility. Systems and practices of total scoring are recognized as violating human dignity and 

the principle of non-simulacracy of a person. Their application provides for termination orders, fines 

(including a share of global turnover), restriction of access to public procurement or critical infrastructure, 

and in case of intentional and systematic violations, suspension of system operation and personal 

responsibility of officials. 

Digital twins, simulations and personal avatars. A "digital twin", "simulation" or "avatar" means a model 

that imitates the appearance, voice, manner of expression, thinking style or behaviour of a specific individual, 

including "voice clones", "visual clones", memorial or posthumous bots, personalized chat assistants that create 

the impression of identity with a real person or claim the ability to predict their "true" will. 

The creation, training, distribution and use of such models is allowed only if all the following 

requirements are simultaneously met: 

explicit, informed, specific and revocable consent of the subject (or his/her legal representative) with 

the fixation of the purpose, boundaries, term and distribution channels; the revocation mechanism should 

ensure the cessation of generation or publication, deletion or anonymization of data and provide for an 

obligation to notify all recipients of the revocation; 

limitation of goals — exclusively defined areas (education, science, museum or archival practices, 

adaptive interfaces, therapeutic services with the participation of a specialist); prohibited purposes — 

political campaigning, commercial endorsements, use of a person's image or name in advertising or 

marketing, medical, legal or financial decisions with consequences for a person, as well as any acts that 

may be perceived as legally significant statements; 

transparent, permanent and machine-readable marking (visual/audio signals, metadata, non-

removable watermarks/provenance), which makes it impossible to mix with real statements or actions and 

allows automated detection; 

technical and organizational safeguards against manipulation, impersonalization and identity 

spoofing: KYC/KYB for access to high-risk functions, restriction of mass transactions, speed limit control, 

event and prompt logs, kill switch mechanisms, malicious tip filters, detection and blocking of bypasses; 

for minors — double consent (of the child and parents/guardians), the principle of the best interests 

of the child, the prohibition of monetization and political/advertising use, increased standards of privacy, 

geofencing and short storage periods; for persons with reduced legal capacity — the participation of a legal 

representative or a medical specialist, the prohibition of influencing their autonomy; 

for deceased persons — use is allowed only with the consent of successors or heirs in non-property 

rights with a clear marking "posthumous"; Political or commercial endorsements on their behalf and 

degrading use are prohibited; 

for public figures and officials — mandatory warning disclaimers; during the election or referendum 

period — additional restrictions, in particular, the prohibition to create the impression of official statements 

or instructions and the prohibition of targeted political manipulation; 

The supplier or operator is obliged to publish the model passport (goals, limits, data types, 

sources/licenses, known errors, moderation protocols), keep usage logs, ensure access, correction/deletion, 

portability, as well as the functioning of complaint and appeal channels; 

data for training and functioning must comply with the principles of minimization and security: non-

targeted scraping of biometrics is prohibited; biometric templates are subject to encryption and access 

control; storage period — minimum necessary; 
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imitation of passing authentication checks (KBA/2FA/biometrics), access to financial accounts, 

concluding transactions or forming a "statement of will" on behalf of a person is prohibited; 

it is prohibited to create or distribute content that misleads relatives or professional counterparties as 

"real" communication; 

sexualized or degrading simulations without unconditional consent are prohibited; 

It is prohibited to use for harassment, harassment, fraud, blackmail or defamatory campaigns. 

Surveillance and response. 

Incidents of impersonalization or manipulation are to be reported to the regulator within 24 to 72 

hours, depending on the severity, and the content is subject to prompt removal. 

In the event of a withdrawal of consent or an established violation, the provider is obliged to block 

the public endpoints of the model, terminate access to third parties, initiate the revocation of copies and 

notify users. 

High-risk simulations are subject to independent audit at least once a year. 

These requirements do not restrict the freedom of artistic expression, scientific research or satire, 

provided that the artificial nature of the material is clearly and noticeably marked, its unambiguous 

separation from factual statements, as well as there is no risk of substitution of a person or causing 

significant damage to his dignity, privacy or reputation. 

39.1 Responsibilities of suppliers and operators (dignity by design). Suppliers and operators of AI 

systems are required to organize, design, and operate systems so that human dignity and subjectivity are 

embedded at all stages of the life cycle. Minimum requirements include: 

design restrictions against reducing a person to a single indicator: prohibition of integral "blocking" 

points; multi-criteria assessments with clear boundaries of application; mandatory "human exceptions" and 

individualized context in final decision-making; prohibition of automatic transfer of conclusions to other 

domains; 

mechanisms of contextualization and explainability: clear explanation of model boundaries, 

uncertainties and errors; display of key decision factors; the ability for an individual to add context and 

evidence; available interfaces to explain solutions; warning about the inadmissibility of out-of-domain use 

of model results; 

prohibition of proxy signs and discriminatory practices: registers of prohibited/proxy poles; regular 

monitoring of biases before, during and after deployment (fairness metrics, comparison of errors between 

groups); plans to eliminate biases; prevention of the reverse withdrawal of protected features; 

procedures for individualized review and "human exception": SLA (Service Level Agreement) for 

consideration and appeal; an independent case handler with the authority to change or cancel an automated 

conclusion; documentation of grounds; online and offline channels are available (taking into account the 

needs of people with disabilities); prohibition of fines or hidden barriers to appeal; 

traceability and decision logs: fixing versions of models, parameters, thresholds and used features; 

preservation of prompts and context; protection and defined storage periods of logs; a full-fledged audit 

trail with access to the regulator and internal quality control; 

public descriptions of the logic of high-risk decisions: model cards/datasheets indicating the purpose, 

restrictions, known risks, and typical errors; user references; transparency about the error ranges and 

conditions in which the model should not be used; 

data management: minimization and quality of data; lawful grounds for processing; prohibition of 

shadow profiles and non-targeted stitching of domains; mechanisms of access, correction, deletion; 

checking the sources of datasets and licenses; retention policy with short terms and anti-re-identification; 

security and incident management: regular red teaming and resilience testing; kill switch/rollback; 

incident response plan; notification of regulators and stakeholders within 24-72 hours, depending on the 

severity; patch management; mechanisms for stopping automatic actions in case of a risk to dignity or 

human rights; 
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supply chain: due diligence of counterparties; inclusion of "dignity by design" obligations in 

contracts; the right to audit; dependency registry (SBOM/MBOM); policy of interaction with data brokers; 

the requirement for suppliers to adhere to the same standards; 

competence and culture: mandatory training of personnel on ethics, human rights, non-

discrimination, explainability and work with vulnerable groups; training against automation bias; periodic 

re-certification of specialists who carry out human supervision; 

reporting and KPIs: regular internal and public reports (the share of human "overrides", error levels 

by groups, the share of appeals and their results, response time); independent external audits at least once 

a year; Continuous improvement plans with clear deadlines and responsible persons. 

39.2 Procedural guarantees for a person. Each person has inalienable procedural rights in interaction 

with algorithmic systems. In the minimum composition are guaranteed: 

Right to prior information: before or at the time of application of AI, the person is provided with 

clear notice about: purpose and legal basis, model class/type, categories and data sources, expected impact, 

availability of human supervision, contact of the responsible person and available appeal channels. 

The right to a meaningful explanation: the person receives an explanation of the key factors and 

thresholds that influenced the conclusion; information about uncertainties, errors and limitations of the 

model; indication of the use of potentially sensitive or proxy signs; if possible, counterfactual or applied 

explanations and options for changing the result. 

Right to submit context and evidence: the person may provide additional data, explanations, 

metadata, objections, request consideration of alternative sources, correct errors, and request a temporary 

suspension of the decision pending review in sensitive areas. 

Right to non-algorithmic review: the decision is reviewed by a duly trained and independent official 

or commission with the authority to modify or cancel the automated conclusion; Oral hearings (upon 

request), recording and personalized reasoned decision are provided. 

Terms and SLA: confirmation of acceptance of the application — no later than 72 hours; full 

consideration — within 15 working days (in the areas of basic services — 5 working days), with a possible 

justified extension with notification of the person. 

Right to a representative: a person can engage a lawyer or representative; Vulnerable groups are 

provided with translation, accessibility and reasonable accommodations, including for persons with 

disabilities and linguistic minorities. 

Right to suspension of execution: In critical contexts (healthcare, social assistance, justice, access to 

public services, vital services), the execution of the disputed decision is suspended until the review is 

completed, unless otherwise due to an urgent security need. 

Data and log rights: access to personal data and relevant attributes/scores, source categories, key logs 

that influenced decisions; rights to rectification, deletion of excessive or erroneous data, restriction of 

processing, refusal of cross-domain crosslinking. 

Right to compensation and restoration: In the event of an erroneous or unlawful decision, a person is 

entitled to compensation for property and non-property damage, restoration of access to services, correction 

of records and notification of third parties about the correction. 

Protection from repression: any pressure, punishment or deterioration of a person's position for 

exercising the right to appeal is prohibited; The protection also applies to whistleblowers. 

Quality standards of the procedure: individualized, reasoned decision with reference to facts and 

norms; the full audit trail is kept for at least 3 years in compliance with confidentiality; Statistical reporting 

on appeals and "overrides" is published in aggregate form. 

Escalation and supervision: a person has the right to apply to the Digital Rights Ombudsman or 

regulator; The provider is obliged to provide contacts, complaint templates and free channels 

(online/offline, "hotline"). 

39.3 Particularly sensitive contexts (extended). In the areas of justice, prosecution, medicine, 

psychiatry, social assistance, migration and asylum, education, labour, financial access, public services and 

electoral processes, it is prohibited to rely solely on algorithmic conclusions on "risk", "reliability", "profile 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

133 
 

compliance" or similar integral indicators without professional human consideration and individual 

assessment of the circumstances. 

General requirements of the increased standard. 

(a) Prior application authorization or certification; 

(b) Mandatory human-in/on-the-loop architecture; 

(c) Dual control for critical decisions (second opinion); 

(d) the right to an oral hearing and the assistance of a representative; 

(e) detailed logging and preservation of materials; 

(f) prohibition of the use of proxy signs and transfer of conclusions between domains; 

(g) lower thresholds for regulator intervention in incidents; 

(h) Regular external audits and reporting. 

Justice and Prosecution: It is prohibited to make decisions on detention, bail, parole, determination 

of a measure of restraint or punishment solely on the basis of risk scoring or predictive systems. The tools 

of "crime forecasting" and "distribution of patrols" cannot serve as a basis for individual intervention 

without independent evidence. The defence party has the right to access relevant parameters, data, error 

metrics and the possibility of expert refutation. 

Health and Psychiatry: Clinical decisions cannot be based solely on AI findings; The doctor is 

obliged to check the relevance of the conclusion, alternatives and individual factors of the patient. 

Automated denial of vital services (resuscitation, emergency care, palliative support) without immediate 

human confirmation is prohibited. Patient data is subject to increased protection; Models should have 

clinical application logs and decision recall mechanisms. 

Social assistance, education, work: payments, benefits, enrolment or expulsion from training, 

disciplinary sanctions, hiring, dismissal or transfer cannot be based solely on algorithmic conclusions. 

Algorithmic monitoring proctoring is identified as high-risk: transparency is mandatory, the availability of 

alternative forms of assessment, and the prohibition of automatic conclusions about "fraud" or "cheating". 

In the field of work, covert supervision or profiling of performance with sanctioning consequences without 

human review and without the informed consent of the person is prohibited. 

Financial access and public services: the refusal to open bank accounts, loans, insurance, housing 

programs or public services cannot be automatic; Short terms of human review, temporary suspension of 

the execution of a negative decision and the opportunity to submit alternative evidence by a person are 

provided. 

Electoral processes and public participation: The use of AI for individual voter suppression or 

manipulative targeting based on inference of political views, ethnicity, or health status is prohibited. Any 

moderation or recommendation tools during election periods are subject to increased oversight and 

transparency. 

39.4 Personhood Impact Assessment (PIA). For high-risk applications, preliminary (ex ante) and 

periodic applications are mandatory (ex post) PIA. 

PIA is held: 

(i) before deploying high-risk systems; 

(j) in case of significant updates to the model, data or goals; 

(k) when changing the domain or audience (including minors or vulnerable groups); 

(l) after a serious incident or a sharp increase in the number of complaints; 

(m) in the case of the use of sensitive or biometric data or proxy features. 

PIA's content includes: 

(a) Description of the purposes and legal basis; 

(b) data map (sources, licenses, quality, minimization); 

(c) analysis of risks to dignity, autonomy, non-discrimination and privacy; 

(d) test of necessity and proportionality, assessment of the availability of less burdensome 

alternatives; 

(e) estimation of errors, uncertainties and calibration; 
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(f) checking for proxy signs and cross-domain transfers; 

(g) design of human oversight and appeals procedures; 

(h) Incident Response Plan and Mechanism «kill switch»; 

(i) Red Teaming and EVALS Results (Evaluations); 

(j) Staff Training Plans; 

(k) monitoring metrics and KPIs; 

(l) Communication plan with users. 

Procedure and accountability. PIA is signed by an authorized AI Officer (AIO) and Data Protection 

Officer (DPO) or Chief Information Security Officer (CISO), registered in a state or internal registry of 

high-risk applications, and provided to the regulator upon request. The final summary is published without 

disclosing trade secrets. The review shall be carried out at least once every 12 months or upon the 

occurrence of triggers determined by this law.  

Procedure and accountability. PIA is signed by an authorized AI Officer (AIO) and Data Protection 

Officer (DPO) or Chief Information Security Officer (CISO), registered in a state or internal registry of 

high-risk applications, and provided to the regulator upon request. The final summary is published without 

disclosing trade secrets. The review shall be carried out at least once every 12 months or upon the 

occurrence of triggers determined by this law.  

1) Participation of stakeholders. Consultations with representatives of target groups, including non-

governmental organizations, are mandatory, human rights experts and associations of people with 

disabilities. A mechanism for submitting comments and providing answers to them is introduced with 

fixation in the report. 

39.5 Exceptions: science, art, satire (expanded). Research, artistic, satirical and educational 

simulations are allowed under conditions of strict transparency and non-interference with the rights of 

specific individuals. 

Eligibility conditions. 

obvious marking of an artificial nature (visual/audio and metadata/watermarks); 

(a) Unequivocal separation from factual statements; 

(b) lack of intent or consequence of identity substitution, manipulation of will, or causing 

substantial damage to reputation or privacy; 

(c) application of the principles of data minimization and respect for intellectual property rights; 

(d) refusal of targeted political influence and commercial endorsements on behalf of the individual; 

(e) at the request of the subject — providing additional context or disclaimers about the artistic 

nature of the work. 

Exception limits. Exceptions do not apply to material that could be perceived as legally significant 

statements, medical, legal or financial advice on behalf of an individual, content to simulate authentication 

or access to accounts, or systematic campaigns aimed at defamation or harassment. 

Additional Warranties. For minors and vulnerable persons, enhanced restrictions apply; for public 

figures during election periods — extended disclaimers and targeting restrictions. The right to quickly 

respond to complaints and a mechanism for voluntary mediation settlement are provided. 

39.6 Liability and remedies. 

Administrative sanctions. Prorated fines (including as a share of global turnover), daily fines for non-

compliance with regulations, temporary restriction of functions or geofencing, suspension of operation, 

revocation of permit/registration, exclusion from public procurement, orders for correction and independent 

monitoring (monitoring). 

Civil law protection. The right to compensation for property and non-property damage, injunction, 

cancellation or invalidation of an automated decision, the obligation to correct records and notify third 

parties; reimbursement of legal aid costs. The possibility of class action for mass violations is allowed. 

Criminal law aspects. Deliberate systematic impersonalization, fraud, extortion, proven campaigns 

of harassment or discrediting using simulations are grounds for criminal liability of responsible persons in 

accordance with the law. 
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Burden sharing and compliance. It is the operator's/supplier's responsibility to prove compliance with 

the requirements of this article (availability of PIA, logs, human supervision, labelling, etc.). Conscientious 

and immediate elimination of the violation and cooperation with the regulator may be taken into account 

as mitigating circumstances, but do not exempt from liability for the damage caused. 

Cross-border enforcement. It provides for tools for notifying foreign suppliers, requirements of a 

local representative office, geo-blocking of dangerous services, interstate legal assistance and mutual 

recognition of sanctions within the framework of international agreements. 

Interpretation (in dubio pro dignitate) — extended. In case of doubt, the provisions of this article shall be 

interpreted in favour of the preservation of human dignity, autonomy and the right to self-determination; In 

conflicts between innovation and dignity, dignity takes precedence (pro persona principle). 

Correlation with other norms. If other acts allow for more lenient standards, the stricter standards of 

this article (the principle of lex specialist and the priority of protection of dignity) apply. The norms of this 

article do not cancel the guarantees established by the laws on the protection of personal data, non-

discrimination, consumer rights, health care, etc., but are in force additionally (cumulatively) and do not 

reduce the level of protection. 

Ineffectiveness of waiver of rights. Any contractual terms or "consents" derogating from the 

minimum guarantees of this article are null and void. Coercion or misrepresentation regarding the waiver 

of the rights to human review and explanation is not allowed. 

Severability and transitional provisions. The recognition of certain provisions as invalid does not 

affect the validity of others. Transition periods are established for existing systems with phased proof of 

compliance; it is prohibited to launch new systems that contradict the basic requirements. 

Corrective interpretation effect. Any doubts about the permissibility of "total scoring" practices, 

simulations or decisions without human supervision are resolved in favour of their prohibition, if the 

supplier/operator has not proven the presence of effective safeguards and proportionality. 

International dimension. Within the framework of international cooperation and conflicts of 

jurisdictions, an interpretation that better protects dignity and human rights is preferred; while   ensuring 

respect for national sovereignty and the principles of e-jurisdiction. 
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CHAPTER 40. THE PRINCIPLE OF CONTROLLED SIMULACRUM 

MONETIZATION 
The subject of regulation is the establishment of rules for the creation, distribution and monetization 

of facial simulations (simulacra), as well as the use of language, behavioural and communicative patterns; 

determination of the obligations of subjects, supervision procedures and grounds for administrative 

liability. 

It is prohibited: to generate messages on behalf of a person without his direct, informed and 

revocable consent; sell, transfer or otherwise commercialize personality patterns (linguistic, behavioural, 

communicative) without separate consent; simulate the participation of citizens in democratic procedures, 

create artificial support or opposition; use simulacra to authenticate, conclude transactions or access 

government and financial services; form or apply integral indices of "social value" or "trust" based on 

simulacra and patterns. 

Subjects of political communications are subject to mandatory registration in the Register of 

Political Authenticity and Transparency maintained by the authorized electoral body. Each instance of 

political AI content must contain a registry ID, a visible disclaimer, and steel, machine-readable metadata 

(including digital watermarks). Platforms are required to ensure the preservation of labelling and provide 

open programmatic access to posting, targeting, and moderation logs. 

During election periods, an increased regime is applied, which provides: prompt suspension of the 

distribution of suspicious or unlabelled content; prohibition of microtargeting on sensitive grounds; 

mandatory preliminary and final audits; round-the-clock interaction of platforms with electoral 

authorities; restriction of algorithmic reinforcement of political content; public disclosure of ad data as 

close to real-time as possible. 

Monetization of a simulacrum is allowed only if the person expressly, specifically and irrevocably 

agrees with granular (detailed) parameters of use. A person is guaranteed: the right to preview and veto; 

defined terms of response to revocation with suspension of distribution and cascading removal of copies 

with notification of recipients; transparent financial reporting; prohibition of sublicensing without separate 

consent. For minors and vulnerable persons, there are enhanced guarantees, and posthumous simulations 

are allowed only for memorial or scientific purposes with the consent of the successors. 

Platforms, marketplaces, and other intermediaries are required to identify customers; limit mass 

operations, counteract botnets and practices of artificially creating the appearance of mass support 

(astroturfing); ensure the labelling and provenance of each instance of content; keep event logs; provide 

reporting and undergo external audits. Data brokers are prohibited from trading personality patterns; Only 

personal licensing is allowed without cross-domain cross-linking of identifiers. 

The person is guaranteed the right to access data and logs, a clear explanation of the grounds for 

decisions and uses, the ability to withdraw consent with an immediate stop of distribution and a cascading 

removal of copies with notice to the recipients, the right to fair remuneration and correction of financial 

settlements, the right to terminate the license in the event of violations or a risk to dignity or safety, and 

available channels for complaints and appeals. 

An administrative offense is: failure to place in the register or submission of false data; absence or 

forgery of markings and watermarks; simulation of citizen participation in democratic processes; selling 

or transferring patterns without consent; using a simulacrum for authentication or transactions; 

microtargeting by sensitive characteristics; failure to comply with the terms of recall; failure to provide or 

falsify API logs; violation of the increased electoral regime; illegal monetization in areas allowed only for 

non-commercial use. 

For committing administrative offenses, the following are applied: fine; an order to eliminate 

violations; temporary suspension of distribution or operation; disabling access and application 

programming interfaces (APIs); geo-blocking of services; exclusion from public procurement; recovery of 

illegally obtained income and mandatory refutation and removal of content. Sanctions are strengthened for 

repetition and significant social impact. 
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The obligation to prove the proper labelling, the validity and legality of the consent, compliance with 

the electoral regime and the completeness and reliability of the logs rests with the supplier, operator and 

platform. Logs and metadata are stored within the specified time frames. During the elections, the 

proceedings on complaints are carried out as a priority, the submission of complaints is free of charge, in 

sensitive areas the enforcement of disputed decisions is suspended until the review is completed. 

The provisions of this section are interpreted in favour of protecting the dignity, privacy and 

authenticity of political communication. Any waivers of minimum warranties are null and void. The 

transitional provisions do not apply to new services that conflict with the basic requirements. 

Basic prohibitions (inviolability of the will and participation of the citizen). 

Any AI system is prohibited: 

Generate political, social or commercial messages on behalf of the individual without their direct, 

informed, specific and revocable involvement; without effective control over the content in real time (prior 

approval, editing, veto power); without logging and saving consent logs; without constant visible and 

machine-readable labelling of such content as automated. 

Sell, transfer, rent, or make available a person's speech, behavioural, or communicative patterns to 

third parties as a good or service—including any derived feature sets (acoustic/voice prints, biometric 

patterns, linguistic and style profiles, reaction patterns, and preferences), their aggregates, inferences, and 

embeddings (vector representations); carry out their cross-domain crosslinking or de-anonymization with 

the possibility of reverse identification; commercialize through data brokers or provide via API/SDK — 

without the separate, explicit, specific, and revocable consent of the subject, without explicit restrictions on 

the purposes and terms of use, without transparent labelling and logging of accesses, and without guarantees 

of the impossibility of reconstructing the person. 

Simulate citizen participation in debates, public consultations, electronic voting, petitions, or other 

forms of democracy, including by automated creation or submission of comments, statements, votes, 

signatures, survey responses, applications to participate, or speak; as well as the mass creation or 

management of accounts ("sock puppets"); creating, buying, or coordinating "artificial 

support/counteraction" (astroturfing) through botnets, clones, mass digital twins, synthetic audiences, or 

artificial promotion ("cheating") of ratings/trends/visibility of content; using deepfake voices/images to 

participate remotely instead of real persons or to mislead moderators/observers; substitution of quorum or 

requirements for the minimum number of signatures/comments/votes in participation processes; as well as 

creating, providing or integrating platforms, tools or APIs/SDKs to perform any of these actions. 

Use simulacra for verification/authentication (KBA/2FA/biometrics, including face/voice, 

fingerprint, iris, gestural and behavioural biometrics) or to bypass liveness checks and anti-counterfeiting 

systems; for concluding and executing electronic transactions; electronic signatures (including 

advanced/qualified); issuance/acceptance of powers of attorney; notarial acts; submission of procedural 

documents, applications, complaints, voting, access to state registers and services, opening or managing 

bank and payment accounts — on behalf of a person. It is also prohibited to create, provide, or integrate 

tools (APIs/SDKs/plugins, verification bypass scripts) that enable impersonalization for these actions. 

Apply simulacra or patterns to form or use integral assessments of "social value", "trust", 

"trustworthiness" or generalized indices of "risk" or "reputation", including through cross-domain data 

cross-linking, the use of proxy signs, inferences and embeddings. It is prohibited to use such assessments 

as a determining or essential basis for access to work, credit, insurance, education, housing, health and 

public services, justice, migration procedures or the use of public spaces; create, sell, license or make 

available via API/SDK similar indices without the separate, explicit and revocable consent of the subject 

and without clear boundaries of purpose, transparency of methodology and independent audit for non-

discrimination. 

40.1 Register of Political Authenticity and Transparency (RPAT) 

The Register of Political Authenticity and Transparency is being created (RPAT) — a public, 

mandatory system of pre-registration and post-market surveillance and accounting for all 

suppliers/operators, advertising networks and platforms that create or distribute AI-content in the political 
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space. The register stores and publishes (in the form of open data) information about: identification and 

beneficiaries of the subject; contact of the responsible person; a list of models/versions and marking 

methods (provenance/watermarks); Creative and campaign libraries, targeting options, placement periods, 

and budgets/costs. links to the Log APIs. Each instance of political AI content must contain a RPAP 

identifier in metadata and visible markings. Failure to place in the register, lack of an identifier or 

submission of inaccurate data entails the immediate suspension of the distribution of such content, 

administrative sanctions and the obligation to correct records; for foreign entities, a local representative in 

the State is additionally required. 

All AI-content used in political communications must be labelled as automated/inauthentic and 

accompanied by persistent provenance-attribution. Requirements: 

(i) visible disclaimers in the audience's language, placed next to the content/on the screen 

throughout the show (for video — a permanent badge; for images — a prominent inscription in the frame; 

for text — a prefix mark; for audio/calls/radio/podcasts — a verbal message at the beginning and a periodic 

reminder at least every 30 seconds);  

(ii) machine-readable metadata according to the C2PA/Content Credentials standard or equivalent: 

RPAP ID, unique content ID, manufacturer/platform, model and version, date/time (UTC), campaign 

objectives/content category, basic generation parameters, "election period" label (if applicable), link to 

registry entry, prompt/source hash digests (no disclosure of sensitive data); 

(iii) stable (robust) watermarks/signals (provenance) embedded in media and protected from 

transcoding, cropping, changing resolution/bitrate/frame rate, replaying/recording (for audio) and taking 

screenshots; for purely textual materials — cryptographic signature/micro-markup; 

(iv) preservation of labelling: platforms do not remove or change metadata/tags when uploading, 

editing, or redistributing, ensure their migration, and provide APIs for verification;  

(v) Circumvention prohibition: attempts to hide, remove, forge or weaken markings/watermarks 

qualify as a separate offense with increased liability. 

The platforms provide standardized, documented API access that real-time and retrospectively 

provides: 

(i) labelling/provenance data (RPAP ID, unique content ID, model/version, UTC event time, 

source/prompt hash digests, link to registry entry); 

(ii) placement logs (time/place/format, account/advertiser with KYB ID, budget/cost, campaign 

period, creative/version, media hash, URL/placement ID); 

(iii) Creative library and targeting options (geography, languages, audience segments without 

sensitive characteristics, frequency limits, exclusions, optimization types); 

delivery and moderation metrics (impressions/reach/clicks/CTR/complaints/removals, response 

time, reasons/decision codes, appeal history). Access is protected by OAuth2 with granular rights; public 

keys are provided to verify signatures and schemas; webhooks (automatic notification systems) are 

provided to inform about withdrawals/appeals. The API has an SLA of at least 99.5% during election 

periods. Logs and metadata are stored for at least 4 years, with minimization of personal data 

(aggregated/pseudonymised indicators); access logs are kept. The regulator and electoral authorities receive 

free priority access; For researchers, open endpoints with controlled speed are envisaged. Formats — 

JSON/CSV and signed C2PA packages; Documentation and schemes are public. 

During election periods, an increased regime is applied, including: 

(i) accelerated removal of unlabelled or counterfeit AI content — TTD ≤ 60 minutes for 

confirmed violations and ≤ 2 hours for controversial cases; mandatory preventive suspension of distribution 

within 15 minutes after an officially verified signal from the election authorities; 

(ii) prohibition of microtargeting based on sensitive characteristics or their inferences 

(race/ethnicity, political views, religion, health, trade union membership, sexual orientation, biometrics, 

precise geolocation, children's data); Only macro-targeting with a geography no smaller than the region/city 

and audiences ≥ 100 thousand is allowed.; 
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(iii) mandatory independent audit before the start of political campaigns and post-audit with a 

public summary; 

(iv) 24/7 "election war room": moderators on duty, quick lines of communication with the 

CEC/NGO/media, internal playbooks, webhooks (automatic notification systems) for emergency 

withdrawals; 

(v) freezing experiments — prohibiting the launch of new formats, models, or algorithmic changes 

without the approval of the regulator; 

(vi) Recommendation system restrictions: lowering the ranking of unlabelled or suspicious 

materials, speed limits, prohibiting boost/paid boosts for political AI content; 

(vii) advanced disclosure — public library of political announcements in near real time (≤ 1 hour), 

budgets/targeting parameters; 

(viii) enhanced deepfake detection (detector ensembles, manual verification of controversial cases);  

(ix) sanctions for marking circumvention and for repeated violations: temporary blocking of 

advertising accounts/domains, geofencing, fines, disabling APIs. 

40.2 Consent, Licensing, and Fair Remuneration. 

1. Monetization of a simulacrum is possible only on the basis of the explicit, informed, specific and 

revocable consent of the person with the definition: goals, duration, territory, distribution channels, 

technical boundaries and recall mechanisms (including "kill switch").»). Additionally, the following are 

mandatory: 

a) proof of the identity of the subject (KYC/strong identity) and verification of legal capacity; 

b) granularity of consent — a list of allowed formats (images/video/audio/text/3D), platforms and 

audiences, frequency limits, time windows, geographic zones, prohibited domains of use;  

c) the right to preview and veto each instance of commercial use or pre-agreed scenarios with the 

possibility of revocation at any time; 

d) SLA withdrawal of consent: suspension of publication/distribution — immediately, but no later 

than 24 hours (in sensitive contexts — 2 hours), cascading notification of partners and disabling 

access/APIs, complete deletion of copies — within 7 days; 

e) Recording consent and use (audit trail): date/time, contract version, user ID, technical 

parameters, links to media/creatives; 

f) prohibition of "bound consents", dark patterns and any fines/obstacles to refusal; 

g) re-authorization for each significant change in goals, technology, audience, or reward 

conditions; 

h) transparent financial reporting and access of the subject to an interactive dashboard with 

analytics of usage and payments; 

i) prohibition of sublicensing or transfer of rights to third parties without separate revocable 

consent; 

j) accessibility — provision in clear language, adapted formats and with reasonable 

accommodations for persons with disabilities. 

2. The agreement (license) fixes the terms of remuneration (royalties, lump sum payments, micro-

remuneration), a person's access to reporting, the right to audit, the limits of use and the prohibition of 

transferring rights to third parties without the separate consent of the subject. 

3. Minors and vulnerable persons. Double consent is applied — of the person himself (if he/she has 

reached the age of informed consent) and his/her legal representative — with verification of age and status; 

The principle of the best interests of the child applies. Political, commercial and advertising monetization 

of the simulacrum is prohibited; Microtargeting and profiling on behavioural or biometric grounds are 

prohibited. The default enhanced privacy mode is set (data minimization, disabled trackers/SDKs, cross-

domain stitching restrictions). Storage periods are shortened — only to the extent necessary for the stated 

purpose, but not more than 90 days, without "deferred" copies and reserves. The rights of immediate 

withdrawal of consent and deletion with cascading deletion of copies are guaranteed; a parental/guardian 

dashboard of access control is provided; geofencing and blocking of dangerous functions are applied. PIA 
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and external audits are required at least once a year. It is prohibited to transfer patterns or data to third 

parties and brokers, except as expressly permitted by law and only in the best interests of the child. For 

adult vulnerable persons, it is envisaged to involve a legal representative or authorized person (if any), as 

well as a specialist, if necessary; information is provided in accessible formats and using reasonable devices. 

4. Posthumous simulations are allowed only in the presence of a previously expressed will of the 

deceased person (will or separate consent) or, in its absence, with the written consent of the 

successors/holders of personal non-property rights. The scope and purpose of application should be clearly 

limited (museum, archival, scientific, memorial practices) with a stable identifiable labelling of 

"posthumous AI" and a ban on identity substitution. Assignees have the right to withdraw consent at any 

time, request termination of publication or distribution, cascade removal of copies, and reporting on usage 

and revenue. Political or commercial "endorsements" on behalf of the deceased, use in advertising, 

lobbying, fundraising, commercial campaigns, as well as imitation of legally significant statements are 

prohibited. The protection of honour, dignity and reputation, respect for cultural and religious burial 

practices are mandatory; limited data retention periods; prohibition of transferring patterns or data to third 

parties; Annual independent audit and application of the "kill switch" at the request of successors. 

40.3 Political and advertising communications. 

1. It is prohibited to create, order or distribute simulacra (audio, video, images, texts, calls, streams) 

that imitate official statements or messages, political appeals, endorsements, fundraising appeals, 

participation in debates, interviews or other political communication on behalf of officials or candidates 

without their confirmed participation, which is evidenced by cryptographic mechanisms (including Content 

Credentials/C2PA), verified channels or personal fixation,  and without prior consent, explicit, specific and 

revocable consent. This prohibition applies regardless of the presence of the "AI/simulation" label, satirical 

disclaimers or art form, and applies to deepfake voices and images, synthetic avatars, bot accounts, as well 

as paid and free advertising formats, including the "silence" period (silent period). 

2. Extended disclaimers and transparency are mandatory in political advertising: 

(i) political ads created or distributed using AI or automated systems must be accompanied by clearly 

visible and/or audible "AI/automated political content" labels throughout the screening: for videos, a 

permanent contrast badge; for images — superimposed inscription; for text, a prefix in the title or at the 

beginning of the message; for audio/calls, a verbal message at the beginning and a periodic reminder. Such 

marks must indicate: the advertiser and the source of funding; a unique identifier in the Register of Political 

Audiovisual Advertising (RPAP); the model and version of the AI system with which the content was 

created; an active link (or QR code) to an entry in the register; mark "election period" (if applicable); 

(ii) It is prohibited to use micro-targeting based on sensitive characteristics and their inferences, 

including race, ethnic origin, political opinions, religious beliefs, health status, trade union membership, 

sexual orientation, biometrics, precise geolocation and children's data. Only aggregated targeting with a 

minimum audience of at least 100,000 people and by territorial unit of the level not lower than the region 

(region) or city with a population of more than 500,000 people, with openly published frequency limits of 

impressions subject to verification by the regulatory authority, is allowed; 

(iii) A public library of political ads with an open API is created and maintained, which provides 

access to all creatives and their versions, targeting parameters, budgets and costs, delivery and moderation 

metrics, RPAP IDs and funding sources in real time, but no later than 1 hour from the date of publication. 

Data is stored for at least 4 years without the right to early deletion or restriction of access and must be 

searchable and downloaded in open machine-readable formats (JSON, CSV, XML or other internationally 

recognized standards). 

3. During the elections, there is a "quiet period" — at least 48 hours before the start of voting and until 

its completion, during which the launch and distribution of new experimental political simulacra (deepfake 

videos, generative calls, avatars, chatbots) is prohibited. Digital platforms are obliged to ensure priority 

moderation of political content and a quick response to complaints from users and regulators at this time. 
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40.4 Exceptions (science, art, satire, education). 

1. Only non-commercial simulations are allowed, provided: 

(i) permanent visible labelling and machine-readable provenance attribution (C2PA/Content 

Credentials) specifying the author, platform, and generation method; 

(ii) clearly and unambiguously separating simulations from factual statements and prohibiting the 

substitution of identity or creating imitations of authentic statements capable of forming an idea of support 

or approval by a particular individual or legal entity; 

(iii) the absence of significant damage to dignity, privacy and reputation, with special safeguards for 

minors and vulnerable persons; 

(iv) compliance with intellectual property rights (right to own image, right to own voice, copyright 

and related rights) and data minimization principles (no non-targeted biometric scraping, short retention 

periods, pseudonymization/anonymization); 

(v) availability of a mechanism for rapid response to the subject's requests (takedown, correction, 

additional context) and fixation of sources and procedures of processing; 

(vi) prohibition of any direct or indirect monetization (advertising, paywall, sponsorship, donations, 

profiling for targeting) and political targeting/microtargeting. 
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SECTION V. RIGHTS, FREEDOMS AND DIGITAL DIGNITY OF THE 

INDIVIDUAL 

CHAPTER 41. THE RIGHT TO DIGITAL DIGNITY AND NON-ALGORITHMIC 

EXISTENCE 
Every person has an inalienable, natural, non-quantifiable, encoding or algorithmic right to dignity 

in the digital environment. This right implies the recognition of the uniqueness of a person and the 

prohibition of reducing human existence to mathematical or engineering abstractions, typical behavioural 

patterns or predictable indices. Digital dignity is based on the principle that personality transcends any 

model, algorithm or simulation and cannot be reduced to a digital control object or a prediction tool. 

The right to digital dignity includes the freedom not to be classified, profiled or algorithmically 

computed without ethical, legal and procedural grounds defined by law, as well as without a real right to 

object, appeal, cancellation or explanation. No digital system, including the most complex architectures of 

artificial intelligence, can cancel, limit or replace an individual's free will, his capacity for paradoxes, 

emotions, errors, inconsistencies and moral choices that form the basis of humanity. 

It is prohibited to use automated or semi-automated decision-making systems that determine access 

to education, medical care, employment, housing, financial services, social protection or the legal status 

of a person, without the mandatory participation of a person at the final stage of decision-making that gives 

rise to legal or factual consequences. All algorithmic tools used in these areas should be open to review by 

authorized bodies and independent auditors, accountable and explainable both in terms of the logic of their 

functioning and in terms of the actual consequences of the decisions made. It is prohibited to create and 

use systems that provide for the uncontested rating of persons, algorithmic behavioral assessment, or force 

participation in digital trust systems without the right of voluntary consent and the possibility of refusal 

without negative consequences. 

Any creation or use of algorithms that form discriminatory digital profiles based on racial, gender, 

age, social, religious or other characteristics, which may become the basis for discrimination, is recognized 

as a violation of the dignity of a person and is the basis for legal liability in the manner determined by law. 

A person is not an object of an algorithmic pipeline — he is a carrier of an undimensional identity. 

The State guarantees every citizen the right to have decisions made by automated systems concerning 

his rights or obligations reviewed by a competent natural person. Everyone has the right to be heard, to 

provide counterarguments, to receive an explanation of the logic of the decision that is understandable to 

the average user and to initiate its revision. No decision that has legal consequences for a person can be 

made without the possibility of appealing it with mandatory consideration by a competent individual. 

Everyone has a legally enshrined right to access information about data sources, logic, algorithms 

used, and the potential consequences of decisions made by automated systems. A person has the right, in 

accordance with the procedure established by law, to initiate the correction, blocking or deletion of a 

digital profile or data that forms it, if they are inaccurate, biased or collected without his/her consent. The 

state guarantees protection against refusal to provide services or exercise rights if such a decision is made 

exclusively by an algorithmic system without decisive human participation. 

The state initiates the creation of the European Platform "For Digital Dignity" as an international 

intersectoral consortium aimed at developing an ethical standard "human-in-design". This standard should 

ensure the priority of preserving human meaning, freedom of expression and dignity at all stages of design, 

development and use of digital systems. The platform's activities are based on the principle of full 

transparency of the AI architecture, the explainability of algorithmic decisions, inclusivity considering the 

cultural, age, and social differences of users, as well as the prohibition of design aimed at creating 

addiction or cognitive subjugation.  

The right to non-algorithmic existence is recognized as an integral guarantee of the implementation 

of human rights and freedoms in the digital age. This right ensures that a person could live, interact, work, 
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study, consume and create without coercion to digital participation or algorithmic influence, unless 

otherwise expressly required by law in the interests of safety, health or public order. A person has the right 

to remain offline, not subject to automated profiling, algorithmic identification or evaluation — without 

limiting their legal status, access to basic services, or social recognition. 

The state undertakes to ensure the existence of alternative offline and non-algorithmic mechanisms 

for access to basic services and rights, to guarantee the protection of persons who consciously choose 

digital minimalism, as well as to ensure legal recognition of personal choice regarding the scope and depth 

of digital presence. The right to dignity in the digital world means the right of a person to preserve their 

identity, autonomy and human subjectivity despite digital logic. 
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CHAPTER 42. DIGITAL SOVEREIGNTY OF THE INDIVIDUAL AND CONTROL 

OVER THEIR OWN INFORMATION CLOUD 
Everyone has an inalienable, natural, legally guaranteed right to digital sovereignty — the right to 

full and exclusive control over all aspects of their digital presence, actions, and footprints in the virtual 

environment. This right includes the ability to independently determine the procedure for the formation, 

modification, use, transfer and destruction of all forms of personal, biometric, behavioural, cognitive, 

medical, genetic, neural data and any other data that directly or indirectly allow to identify a person or 

create his/her personal, psycho-emotional, cognitive, informational or social profile. A person has the 

exclusive right to determine the conditions for processing, dissemination, storage, transfer, withdrawal of 

consent and access to any information concerning him/her, with a guarantee of the exercise of the right to 

be forgotten (erasure right) and the prohibition of any form of digital stigma, discrimination or biased 

profiling. 

The right to digital sovereignty implies a guarantee that no state, corporation, digital platform or 

algorithmic system may collect, process or use a person's data as an object of economic, commercial or 

analytical exploitation without their explicit, specific, free and informed consent, given in writing or other 

recorded form. All forms of inclusion of a person in digital registers, social graphs, analytical platforms, 

blockchain networks or other digital identification and accounting systems are carried out solely based on 

explicit consent, with a guarantee of the right of a person to renounce his digital presence without losing 

or restricting access to fundamental rights, basic state and social services. 

Each person is recognized as the exclusive owner of his/her "information cloud" — a 

multidimensional array of digital information that includes personal, behavioural, cognitive, biometric, 

neural data and other data that is formed because of interaction with information and communication 

systems, sensor devices, digital platforms, networks or biodigital technologies. The information cloud 

includes data and information structures created, generated or synthesized, from browsing stories to 

neurobehavioral profiles. Its elements, including emotional feedback, neurotrophies, metadata, algorithmic 

portraits, biometric casts, personified reactions, and any other digital representations of an individual, may 

not be alienated, aggregated, used, or transmitted without the explicit, specific, free, and informed consent 

of that person. 

A person's information cloud cannot be the subject of commercial use without the previously 

provided, explicit, specific and informed consent of the owner. It cannot be used to train artificial 

intelligence systems without separate and explicit consent. Information cloud data may not be stored longer 

than necessary to achieve a predetermined legitimate purpose of processing and are subject to seizure or 

anonymization at the request of the owner, except as expressly provided for by law. Each person has the 

right to destroy or edit any element of their information cloud, regardless of the form of preservation, 

technological platform or source of generation. 

The state guarantees the creation and functioning of the national infrastructure of digital sovereignty 

as a system of legal, organizational and technological means, including, in particular: National Register 

of Individual Information Clouds (on a voluntary basis and in compliance with the principle of informed 

consent), blockchain protocols for fixing requests and interventions with guaranteed immutability and 

verifiability of records, multi-level interfaces for managing digital data to ensure access, editing, 

withdrawal of consent and deletion. All infrastructure must comply with the principles of technological 

neutrality, interoperability and interoperability of systems, openness and transparency, as well as the 

priority of protecting the individual as an active digital actor. 

Any unauthorized interference with a person's information cloud (the totality of his personal, 

behavioural, cognitive, medical and other data in the digital environment) without his consent is considered 

an act of digital aggression — a violation of information self-determination, which entails liability provided 

for by national law (civil, administrative or criminal, depending on the degree of offense). Such interference 

is recognized as an infringement of a person's constitutional rights — privacy, mental and cognitive 

integrity, digital dignity — and may be the subject of proceedings in national courts, international judicial 
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and quasi-judicial institutions, human rights bodies, as well as in specialized digital tribunals (if 

established). 

Digital sovereignty is an integral part of human legal personality in the information age and 

guarantees the right to information autonomy, dignity, cognitive and psychological security, as well as 

freedom from coercion to digital dependence, algorithmic control or manipulative technologies. 

42.1 Everyone has an inalienable, natural and legally guaranteed right to digital sovereignty — full 

and exclusive control over all aspects of their presence, actions and traces in the digital space[356,357]. This 

right covers both basic identification and contact data, as well as all other types of information that directly 

or indirectly allow to identify a person, characterize his behaviour, psycho-emotional states, preferences, 

value and worldview characteristics, neurocognitive and behavioural characteristics and interactions in 

digital environments, as well as any other data that can form a digital profile of a person [358]. 

The right to digital sovereignty [359] includes: 

the freedom to independently determine the rules for collecting, processing, aggregating, 

transmitting, sharing, modifying, storing, copying and permanently destroying all forms of personal, 

biometric, behavioural, social, cognitive, medical, genetic, neural data and any other data that directly or 

indirectly allow the identification of an individual; 

full legal, ethical and technical control over the sources, mechanisms, channels and purposes of 

access to digital information that directly or indirectly concerns a person; 

the ability to withdraw or modify any previously given consent to data processing without adverse 

legal consequences or restriction of access to basic social services; 

the possibility of exercising the right to be forgotten in the digital space through the mandatory 

destruction or complete de-identification of information that has lost its relevance, does not have a 

legitimate purpose of processing or creates a risk of digital stigma of the person; 

protection against forced inclusion in digital registries, directories, profiles, databases, blockchain 

networks or social identity systems without expressed, explicit, free and informed consent. 

Digital sovereignty ensures that no state, corporation, digital platform or algorithmic system can 

collect, process or use a person's data, turning them into an object of exclusively automated processing, 

without their personally, voluntarily and in the proper form of granted, explicit, specific, free and informed 

consent, recorded in writing or in another form recognized by law. A person in the digital space has a 

guaranteed right to preserve his dignity, autonomy, privacy, as well as the right to remain outside the digital 

environment (the right to offline existence) without losing his legal status, access to fundamental rights and 

basic state or social services. 

Each person is the exclusive owner and subject of his/her "information cloud" — a complex and 

multidimensional set of digital information formed as a result of the use of information and communication 

systems, digital services, algorithmic platforms, sensor devices, bio digital technologies and other 

technological environments [360]. The information cloud includes both data directly created by a person and 

derived or automatically generated data and information structures that arise in the process of analytical, 

neural network, behavioral-analytical, and predictive processing. 

A person's information cloud includes (but is not limited to), in particular: 

1) digital interaction history (including searches, views, likes, purchases, directions, subscriptions, 

reactions) 

2) algorithmic profiles formed on the basis of observation, classification or inductive modelling of 

behaviour; 

3) metadata accompanying any activity (time, place, device, user ID); 

4) digital biography — a chronological structure of changes in digital roles, participation in network 

ecosystems, and digital footprints; 

5) codes of behaviour — repetitive patterns of reactions, preferences, emotional and sensory 

rhythms; 

6) emotional responses detected using affective recognition technologies, including voice, visual, or 

neurophysiological markers; 
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7) neuroprofiles — personalized maps of the nervous system's reactions to external digital stimuli 

received through brain-computer interfaces, activity trackers, implants, or neuroscanning methods; 

8) any other data that can be used to create a cognitive, psychological, cultural, medical or 

identification portrait of an individual, regardless of the method of collection, form of preservation or 

technological structure. 

The ownership of a person's information cloud is absolute and inviolable and cannot be restricted 

otherwise than on the basis and in the manner expressly established by law, without personally given, 

explicit, specific, free and informed consent, expressed in writing or in another form duly recorded in 

accordance with the law. 

42.2 A person's information cloud cannot be: 

the subject of commercial use without prior granted, explicit, specific, free and informed consent, 

duly recorded in accordance with the law; 

transferred to third parties — public or private entities — including in automatic or intersystem mode 

without the specific consent of the owner; 

used to train artificial intelligence models without the separately provided, explicit and informed 

consent of the person; 

be stored longer than determined by the person, without ensuring the possibility of its destruction or 

seizure. 

42.3 The state is obliged to provide a comprehensive, multi-level technical and legal infrastructure 

that allows individuals to freely, effectively and reliably exercise digital sovereignty in accordance with the 

principles of dignity, autonomy and information security. 

Such infrastructure includes, in particular: 

the National Register of Individual Information Clouds is a secure state information system that, with 

the consent of a person, records the owners of information clouds, access models, permission levels, history 

of changes and requests, providing individual access management, including the possibility of temporarily 

blocking, delegating or revoking consent. 

multi-level digital data management interfaces that guarantee a person the technical ability to 

independently view, control, edit, upload, export, as well as fully or partially destroy personal data or their 

individual segments without the involvement of third parties, except as expressly established by law; 

blockchain-based protocols for fixing access and changes — technologies for immutably recording 

any interference with the information cloud, including remote request, viewing, copying, analysis, or 

aggregation of data. Each transaction must contain the requester's ID, the purpose of access, the technical 

platform, the time and level of intervention and be available to the owner for review in the format of a 

legally recognized legal journal (log). 

This infrastructure must comply with the principles of openness, interoperability, transparency, 

technological neutrality and the priority of protecting the rights and legitimate interests of a person as an 

active subject of digital legal relations. 

42.4 Any unauthorized interference, including access attempts, covert analysis, automated copying, 

reading, transmission, monitoring or manipulation of a person's information cloud without personally given, 

explicit, specific, free and informed consent, duly recorded in accordance with the law, with the right to 

withdraw it, is recognized as an act of digital aggression — a type of digital violence that entails legal and 

social consequences for both the individual and society as a whole. 

Unauthorized interference with a person's information cloud: 

constitutes a direct violation of the constitutional right of a person to privacy, information autonomy 

and inviolability of his/her cognitive, psycho-emotional and behavioural profile; 

qualifies in accordance with national legislation as a digital offense with potential civil, 

administrative and criminal liability, including fines, restriction of access to information resources, blocking 

of offending entities and their assets; 
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creates a basis for recourse to national and international judicial and quasi-judicial institutions, in 

particular specialized human rights bodies, digital tribunals or arbitration institutions in the field of 

information rights; 

may be qualified as an act of information encroachment in accordance with the norms of international 

law, in particular as a violation of the articles of the International Covenant on Civil and Political Rights, 

the European Convention on Human Rights, the UNESCO Principles on Digital Ethics and other 

international legal obligations of the state. 

Interference without a person's consent in the information cloud is not only a technical action, but a 

violation of the moral and legal contour of the individual, which undermines trust in the digital order, creates 

risks of reputational damage, psychological pressure and loss of digital identity in the age of algorithms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

148 
 

CHAPTER 43. THE RIGHT TO CYBER NEUTRALITY AND NON-ALIENATION 

OF DIGITAL SUBJECTIVITY 
Everyone has the right to cyber neutrality — the freedom to remain autonomous, non-integrated, 

untied to a specific digital ecosystem, technology platform, operating environment, interface, or protocol. 

This right guarantees the prohibition of coercion to integrate into a certain digital environment as a 

condition for access to services, social inclusion or the exercise of basic rights. 

Every person has an inalienable right to the non-alienation of their own digital subjectivity — that 

is, a guarantee that their digital identity, visual, behavioural, cognitive, intellectual and AI projections 

cannot be alienated, reproduced or externally exploited without personally given, explicit, specific, free 

and informed consent. This includes prohibiting the automatic transfer, delegation, consolidation, or sale 

of digital identities to third parties; prohibition of automated creation, reproduction or replication of digital 

avatars, models or reconstructions of a person without his/her consent; the right to control digital 

manifestations in augmented, virtual, mixed or immersive reality; prohibiting the use of cognitive, 

emotional, or mental portraits for predictive modelling, manipulation, or influence without the person's 

prior given, explicit, and informed consent. 

Any interference with the integrity of digital subjectivity without personally given, explicit, specific, 

free and informed consent is recognized as an act of digital alienation — a hybrid form of encroachment 

that violates the integrity of the individual, distorts his identity or replaces his presence with an artificial 

construction. Such a violation entails legal liability in the form of civil, administrative or criminal, 

depending on the level of damage, intent and technological complexity of the invasion. Everyone has the 

right to protection from digital exclusion, including by applying to the Digital Ombudsman, specialized 

tribunals or international human rights protection mechanisms. 

In a post-algorithmic (post-AI) society, where digital technologies penetrate deeply into all spheres 

of life, the state recognizes the fundamental human right to remain non-imitative, unidentified, non-profiled 

and non-avatarized. This means the right not to be subjected to algorithmic categorization or typology; Not 

be included in mass personalization or targeting systems. do not create or recognize digital substitute 

avatars; not be included in predictive modelling systems without consent. The state undertakes to provide 

legislative, technical and educational guarantees for the implementation of this right. 

In order to counteract digital coercion, the state creates a multi-level technical, legal and 

organizational infrastructure to support the freedom of choice of the individual: provides guaranteed offline 

access to basic public services, enshrines the principle of technological neutrality, prohibits practices, 

requiring mandatory full digital identification as a condition for access to rights or services, develops 

interfaces, that exclude the coercion of digital participation. Control over compliance with these 

mechanisms is carried out by independent bodies with the mandatory participation of civil society. It 

ensures the freedom of a person to participate or not to participate in the digital environment without losing 

dignity, social status or access to fundamental rights. 

Everyone has the right to cyber neutrality — the freedom to remain autonomous, non-integrated, and 

untied to a specific digital ecosystem, technology platform, operating environment, interface, or protocol 

[361,362]. This right guarantees the prohibition of coercion to integrate into a certain digital environment as 

a condition for access to services, social inclusion or the exercise of basic rights. 

Individuals have an inalienable right to the inalienability (non-alienation) of their own digital 

subjectivity — that is, a guarantee that their digital identity, including visual, behavioural, cognitive and 

artificial-intellectual projections, may not be subject to alienation, copying, simulated reproduction or any 

external use without a clearly expressed, conscious, informed and voluntary consent of the person himself 

or herself [363]. This right includes: 

prohibition of any form of alienation of digital identity, including its automatic transfer, delegation, 

consolidation or sale to third parties, including government agencies, corporations, platforms or other 

digital entities — without a special, legally recorded expression of the will of the person, except as expressly 

provided for by law; 
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prohibition of automated or semi-automated creation, generation or replication of digital avatars, 

behavioural models, speech, voice, mimic, gesture, emotional or visual reconstructions of a person using 

AI or other simulation technologies — without the prior informed, explicit consent of the person and the 

definition of clear boundaries and conditions of use; 

the right to full and exclusive control over digital visual, behavioural and avatar representations of 

one's own person in augmented, virtual, mixed or immersive reality, including the right to demand at any 

time the revocation of such images, their blocking, editing, deactivation, termination of broadcast or 

complete technical destruction with the cascading deletion of all copies; 

prohibiting the use of a cognitive portrait, psychometric models, digital twin, reconstructed mental 

model, or emotional simulacrum of an individual to participate in digital prediction, modelling, social 

impact, experimentation, or personalized manipulation systems against other individuals or the individual 

— without their explicit consent, provided separately for each specific purpose and technological 

environment. 

Any simulation of an identity without its express and informed consent is equated to unauthorized 

digital replication — reproduction of identity, which creates the risk of digital substitution of a person, 

unauthorized intrusion into his/her identity and levelling of individual uniqueness, which poses a 

fundamental threat to human dignity in the digital age. 

43.1 Any interference with the integrity of a person's digital subjectivity — including creating, 

editing, duplicating, modifying, distorting, merging, simulating, or replacing its digital manifestations 

(visual, voice, behavioural, emotional, cognitive, neurobehavioral, or otherwise) — without a clearly 

expressed, conscious, specified and duly recorded consent of a person is recognized as an act of digital 

alienation [364]. 

Such digital alienation is considered as a form of hybrid information encroachment with a high level 

of public danger, which has the potential to violate the integrity of the individual, distort his digital identity, 

depersonalize or replace his presence in the digital space with an artificial construction. This violation 

qualifies as a dangerous interference with fundamental human rights, in particular the right to privacy, 

autonomy, honour, reputation, informational self-determination and dignity. 

Digital alienation entails legal liability, in particular: 

− civil liability in the form of compensation for property and non-property damage, compensation for 

moral damage and restoration of business reputation; 

− administrative sanctions — fines, temporary or permanent blocking of access to digital resources, 

prohibition on further use of illegally obtained or alienated digital data; 

− criminal liability — in cases of systematic or intentional creation of digital simulacra (falsified 

avatars, cognitive models or other recreations of identity) that have signs of fraud, manipulation or digital 

security violations. 

Everyone has the right to judicial and extrajudicial protection against digital exclusion at the national 

and international levels, including through independent digital ombudsman mechanisms, specialised digital 

tribunals or international digital identity protection bodies. 

43.2 The state recognizes that in a post-algorithmic society, where digital technologies penetrate all 

spheres of private and public existence, the right to remain a non-imitative, non-profiled and non-avatarized 

person is a fundamental element of human dignity, autonomy and subjectivity [365]. 

This right includes human freedom this right includes human freedom: 

have the right not to be subjected to algorithmic categorization or imposed automated typology; 

have the right not to be included in the systems of mass classification, content personalization, social 

targeting or information optimization, which limit the multidimensionality of its manifestations; 

have the right not to create, maintain or recognize digital avatars that are formed based on algorithmic 

constructs and function as identity substitutes (digital constructs that mimic or substitute for a person's 

individual identity) in virtual, augmented or mixed environments; 

have the right to refuse to participate in predictive modelling systems that determine or significantly 

affect the rights, freedoms or life opportunities of a person without his/her explicit and recorded consent. 
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The state undertakes: 

to create legislative guarantees for the implementation of this right in all spheres of public life, in 

particular in education, medicine, employment and culture; 

develop and implement technical and organizational standards that prevent forced avatarization, 

profiling, or unauthorized digital replication of an identity without explicit and recorded consent; 

support educational, ethical and cultural initiatives aimed at preserving non-imitative humanity 

(authenticity of the human person) as a basis for digital collaboration, creativity and empathy in the future 

technological world. 

43.3 The state is creating a multi-level system of mechanisms for preventing and countering digital 

coercion, aimed at ensuring the freedom of choice of a person in the field of his/her participation in digital 

ecosystems, avoiding imposed digital totality and guaranteeing the preservation of physical, offline and 

alternative forms of access to basic rights. 

Such mechanisms include: 

guarantees of real offline accessibility to basic public, administrative, social and vital services (birth 

registration, medical care, education, justice, pensions, voting), regardless of a person's participation in 

digital systems; 

regulatory consolidation of the principle of technological neutrality — the obligation of the state and 

the requirement for private providers to provide equal access to services through different technological 

platforms, without being forcibly tied to a single environment or digital tool; 

prohibition of practices that require a person to transition to a "total digital identity" as the only 

prerequisite for participation in public life (for example, the prohibition of denial of service due to the 

absence of a digital signature, identifier or digital passport); 

development and implementation of "anti-coercive interfaces" — technological protocols, algorithms 

or functional mechanisms designed to: identify signs of digital coercion (lack of alternatives, restriction of 

offline choice, discriminatory access conditions), inform a person about his/her rights and provide him with 

access to alternative scenarios of actions. 

The state guarantees independent monitoring of such mechanisms with the involvement of 

representatives of civil society, digital ombudsmen and technical auditors, as well as the development and 

application of legal instruments of protection against digital coercion as a form of violation of human 

dignity, personal autonomy and the right to informational self-determination. 
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CHAPTER 44. DIGITAL EMPATHY AND GUARANTEES OF INDEPENDENT 

COGNITIVE SELF-REGULATION 
Everyone has an inalienable right to digital empathy — that is, to an ethical, inclusive and non-

discriminatory attitude towards oneself on the part of digital systems, platforms, devices, agents and 

algorithms involved in communication, training, modelling, recommendations or other forms of interaction. 

The principle of digital empathy imposes on operators and developers of digital technologies the obligation 

to ensure their functioning in a way that: does not disturb the psychological balance of the user; respects 

its cognitive and physiological limits; avoids covert influence, pressure and manipulation; supports 

intellectual freedom, self-reflection and comfort of the face. 

This principle is mandatory in the fields of education, healthcare, law, social support and cultural 

and information exchange. Its violation is considered as a failure to comply with ethical and legal standards 

for the design and use of digital technologies. 

Everyone has a fundamental right to independent cognitive self-regulation — the ability to 

independently control their thought processes, maintain worldview autonomy, protect psycho-emotional 

integrity and maintain mental balance in the digital environment. This right provides protection against 

information overload, algorithmic manipulations, obsessive recommendations, the introduction of 

destructive thinking patterns and unauthorized personalization. 

A person has the right to form, store or change their beliefs, thoughts and emotional assessments 

without undue influence, distortion or forced modelling by digital platforms, as well as the right to a 

cognitive pause — temporary liberation from the information space, digital pressure and external stimuli, 

which is realized through modes of mental rest, information silence or psychodigital detoxification. This 

right imposes on digital technology developers the obligation to create tools for self-control of loads, 

adaptive interfaces and means of supporting individual rhythms of mental interaction. 

All digital products that interact with users in the fields of education, medicine, information or 

management must comply with the principles of empathic design. This includes considering the user's 

psycho-emotional state (fatigue, stress, mood), ensuring the right to informational silence, the absence of 

coercion to constant reaction, as well as the possibility of individual settings of the pace, style and intensity 

of digital interaction. 

The use of artificial intelligence systems or other technologies capable of analyzing, simulating or 

predicting the emotional state, cognitive patterns or patterns of thinking or psycho-emotional reactions of 

a person is allowed only if a special written consent of the user is obtained, a predetermined and agreed 

scenario of interaction is obtained, it is possible to immediately terminate such interaction by the user 

without the need to provide explanations, as well as the introduction of technical and legal restrictions,  

that make it impossible to exploit an individual's vulnerability for manipulative purposes in marketing, 

political, therapeutic or any other context. Such systems are subject to an independent ethical audit and 

must be clearly marked in the interface as carrying out analysis or modeling of the emotional state. 

The state undertakes to ensure the integration of a multi-level program of digital ethics into the national 

education system to form a culture of respect for the emotional, cognitive and identification integrity of the 

individual. Such a program includes courses for students, teachers and parents on emotional literacy, critical 

analysis of algorithms, neuropsychological safety, the right to offline access and respite from the digital 

environment, the development of empathic teaching, as well as support for experimental educational 

programs aimed at educating an independent, humane and conscious generation in the digital age. 

44.1 Everyone has an inalienable right to digital empathy — that is, guaranteed ethical, humane 

and non-discriminatory treatment of them by digital systems, platforms, devices, virtual agents, algorithms 

and other digital technologies involved in the processes of communication, information exchange, training, 

recommendations, analysis or modeling. 
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The principle of digital empathy means that digital technologies must be designed and configured in 

such a way that: 

do not disturb the psychological balance of the user; 

respect the cognitive boundaries of the user, his rhythm of thinking and perception; 

refrain from any form of covert influence, pressure, manipulation or artificial induction of emotional 

vulnerability; 

stimulate the development of intellectual freedom and the ability to self-reflection; 

ensure inclusivity for users with different emotional, age, cognitive, or psychophysiological 

characteristics. 

The application of the principle of digital empathy is mandatory for systems used in the educational, 

medical, legal, social and informational and cultural spheres. Violation of this principle is considered as a 

violation of the ethics of the design and use of digital technologies. 

44.2 Every person has an inalienable fundamental right to independent cognitive self-regulation — 

the ability to maintain control over their own thought processes, maintain worldview autonomy and 

psychological comfort in the digital environment. This right encompasses the protection of an individual 

from hidden external information influence, digital overload, unauthorized personalization and obsessive 

thought patterns formed by algorithmically controlled systems. 

The right to cognitive self-regulation includes, but is not limited to:: 

- the freedom to shape, change or store one's own thoughts, beliefs, assessments and views without 

coercion, distortion or covert modelling by digital technologies, including personalization algorithms, 

rating systems, recommendation platforms or neurosemantic (artificially created) environments; 

protection against information overflow, digital overwhelm, neural noise (noisy attention), as well as 

the risks of forming the effect of fragmented consciousness through excessive multitasking and intrusive 

content flows; 

The right to a cognitive pause is a temporary disconnection from the information space, the cessation 

of the action of digital stimuli and a return to a state of mental silence. Such a pause is implemented through 

special modes of mental rest (mind-rest), informational silence (info-silence), psychodigital detoxification, 

as well as by creating a space without screens, notifications, tracking and digital identification. 

In order to ensure the right to cognitive self-regulation, digital technology providers are obliged to 

provide users with tools for self-control of mental load, means of self-monitoring and displaying its level, 

as well as the possibility of flexible personalization of interfaces and modes of interaction, considering the 

individual cognitive and psychophysiological characteristics of the person. 

44.3 Digital products that interact with humans, including in the fields of education, healthcare, 

social support, information environment, and public administration — should provide empathic design 

mechanisms, in particular: ensuring that there is no coercion to have a permanent presence in the digital 

environment, as well as to react or respond continuously; taking into account states of fatigue, mood swings 

and stressful loads; the ability to personally customize the pace, tone, style and intensity of digital 

interaction. 

44.4 The use of artificial intelligence or other digital systems capable of identifying, analysing, 

tracking or predicting the emotional state, mood, cognitive patterns and patterns (patterns), non-verbal 

reactions or psycho-emotional markers of a person is allowed only if the following requirements are met: 

− on the basis of a special written consent of the person, containing a specific description of the 

purposes, duration, technologies, subjects of access to data and a guarantee of the possibility of revoking 

this consent at any time without the need to explain the reasons; 

− within a predetermined and agreed interaction scenario that outlines acceptable analysis algorithms, 

data sources, interpretation boundaries and system response interface; any deviation from such a scenario 

is considered a violation of the principle of predictability of interaction; 

− with the obligatory provision of an unhindered right of a person to terminate interaction at any 

time, including automatically, through the use of empathic brake lights (digital or physical) that do not 

require additional explanations or confirmation of reasons; 
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− in the presence of technical and legal barriers that make it impossible to exploit emotional 

vulnerability, psycho-emotional exhaustion or manipulative influence by systems — in particular in 

marketing, commercial, political, ideological, educational or therapeutic or any other contexts where it is 

possible to exploit a person's vulnerability for manipulative purposes. 

Such systems are subject to independent ethical audits, and their use must be transparent, controlled 

and clearly labelled for the user. 

44.5 The state ensures the introduction of a multi-level program of digital ethics into the national 

education system, aimed at creating a culture of respect for the emotional, cognitive and identification 

integrity of a person. 

Such a program includes: 

− training courses and educational modules for schoolchildren, students, teachers and parents 

dedicated to the topics of emotional literacy in the digital environment, the risks of algorithmic 

manipulation, respect for mental boundaries and the right to be offline; 

− creation of educational scenarios that take into account the individual neuropsychological 

characteristics of students and their rhythm of learning, slow or asynchronous, and provide the possibility 

of offline participation (non-digital form) in the educational process; 

− development of ethical competence of digital educators — the ability to consciously and 

responsibly integrate digital tools into teaching, considering the principles of respect for the dignity, safety 

and freedom of students; 

− inclusion of the principles of intellectual self-preservation, psycho-emotional safety, virtual ethics 

and digital empathy in educational standards; 

− support for experimental schools, university courses and interdisciplinary projects that develop 

and test new models of empathetic digital education. 

The digital ethics program is aimed at forming a generation capable of autonomous thinking, critical 

evaluation of algorithms and preservation of humanity in the technological environment. 
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CHAPTER 45. THE RIGHT TO DIGITAL PHYSICALITY AND PSYCHOPHYSICAL 

INTEGRITY IN VIRTUAL ENVIRONMENTS 
Every person has an inalienable right to digital physicality — legally and ethically recognized right 

to integrity, integrity, autonomy and safe existence of its digital body, avatar or other personified 

embodiment in a virtual, augmented, blended, or immersive environment. Digital corporeality encompasses 

not only the appearance of the avatar, but also all the sensory, emotional, physiological, and psychological 

aspects of interaction that occur within the digital experience. 

This right includes the legal recognition of the digital avatar as an individualized projection of the 

individual, requiring the same level of respect and protection as the physical body in physical space. A 

person has the right to protect his/her virtual space, determine the boundaries of the personal area, protect 

against unwanted sensory influences, simulated touches, aggressive visualization or other forms of digital 

interference. It is prohibited to use tools that distort, depersonalize or alter the digital corporeality without 

the voluntary and explicit consent. 

Any violation of digital physicality is recognized as a digital encroachment and entails legal liability 

established by law, in accordance with the principle of the inviolability of the person, which applies to 

virtual and other digital environments. 

Any form of digital violence, interference or psychological pressure that violates personal 

boundaries, causes fear, humiliation, psycho-emotional disorientation, anxiety or causes emotional or 

cognitive damage is prohibited. Such actions include simulating attacks on a virtual body, invading a 

personal area without consent, virtual harassment, demonstrating hostile intent, creating sensory overload, 

or intentionally using harmful or aggressive content. 

A person has the right to control his/her digital physicality: determine access limits, configure 

sensory interaction parameters, activate protection modes ("digital privacy"), use technical means to block 

unwanted interaction, and apply interface signals or other mechanisms for immediate termination of 

contact in real time. Such tools should be universally accessible, context-responsive, and independent of 

user status or technical limitations of the platform. 

Each virtual environment in which social, professional, educational or cultural interaction takes 

place must guarantee the principles of psychophysiological safety, emotional sensitivity and adaptability, 

predictability of interaction between users and AI agents, individual configuration of sensory influence, 

and the prevention of accidental, aggressive or discriminatory scenarios. 

Platforms operating in immersive environments are required to implement comprehensive protocols 

for protecting digital physicality. This includes: providing anonymity and pseudonym regimes; warning of 

potential sensory or cognitive load; provision of emergency exit mechanisms from the simulation; creation 

of digital violence response services; support for transparent and effective channels for appeals, complaints 

and protection of rights in the digital space. 

The right to digital physicality is recognized as fundamental in the conditions of virtual coexistence 

and is one of the main guarantees of psychological well-being, freedom of expression and digital dignity of 

a person in immersive environments with an increased level of presence. 

45.1 Every person has an inalienable right to digital physicality — legally and ethically recognized 

right to the integrity, integrity, control over one's own digital body and the safe existence of her avatar or 

any other personified embodiment in the virtual, augmented, blended, or immersive environment. Digital 

physicality encompasses not only the image or shape of the avatar, but also all sensory, emotional and 

psychophysiological aspects of user interaction in the digital environment. 

This right includes: 

recognition of the legal status of the avatar as a digital projection of the personality, which requires 

the same protection as physical corporeality in real space; 

protection of virtual space defined by a person as his/her own, in particular "personal zones" in virtual 

rooms, environments and immersive scenes; 
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prohibition of imitation touches and aggressive visual, audio, tactile and other sensory influences that 

cause discomfort, fear, shame, anxiety or a harmful physiological reaction; 

the right to form the boundaries of the avatar, determine its reactivity, visibility, physical 

characteristics, clothing, movements and feedback; 

prohibiting the forced use of tools that distort or depersonalize a person's digital physicality 

(including automatic patterns that alter gender, emotions, appearance, or voice without consent); 

the right to opt out of virtual bodily interaction, including the ability to be present without an 

impersonation, avatar, or simulation shell. 

Any violation of digital physicality is recognized as a digital encroachment and entails legal liability 

established by law, in accordance with the principles of the inviolability of the individual in the virtual space. 

45.2 Any form of digital violence, interference or manipulative psychological influence in a virtual, 

augmented, mixed or immersive environment that violates the boundaries of the individual, causes fear, 

disorientation, anxiety or humiliation is prohibited. 

Digital violence includes: 

simulation of actions that simulate encroachment on the body (touch, blows, grabs, shock effects); 

intrusion into personal areas without the user's consent — approaching the avatar, obsessive stalking, 

attempts at forced contact, virtual threats or demonstration of hostile intentions; 

visual, audio, tactile or other sensory influences that intentionally cause panic, phobias, cognitive 

blocks, decision paralysis, as well as simulations of excessive noise, lighting or spatial disorientation; 

posting content in the environment that causes stress, disgust, humiliation or stigmatization, 

especially due to the racial, gender, sexual, age, physiological or cultural characteristics of the person. 

Such actions are recognized as digital encroachment, which is prohibited regardless of the format of 

the gaming, social or commercial virtual environment and entails liability provided for by law. 

45.3 All users have the right to active control (control) of their own digital corporeality, which 

includes: 

use of technical and software means of personal protection of their avatar or digital image from any 

unauthorized or undesirable actions, including visual, auditory, tactile and other sensory influences; 

determining the individual boundaries of the virtual body, including adjusting the distance from 

which other subjects (users or AI agents) are allowed to approach, interaction parameters, acceptable touch 

or simulation interaction formats, as well as the types of avatar reactions to external stimuli; 

establishment and activation of the "digital privacy" mode — a technological state that automatically 

blocks any contact attempts, unauthorized influences, virtual gestures, touches, as well as attempts at visual 

or other sensory penetration into personal space that exceed the established threshold of permitted 

interaction; 

access to real-time rapid warning, alarm and immediate termination systems, including the 

"Emergency Digital Exit" function, as well as speech, tactile or non-verbal signals configured by the 

interface according to personal needs and context of the situation. 

These rights constitute the basic level of digital security of the individual in the virtual environment 

and must be implemented regardless of the type of platform, the format of the environment, or the user's 

status. 

45.4 Virtual environments in which social, educational, cultural, therapeutic or professional 

interactions take place are obliged to adhere to a set of principles that guarantee human, safe and 

individualized interaction: 

- psychophysiological safety — prevention of elements that can cause stress, sensory overload, 

spatial orientation disorders or anxiety; ensuring physiological comfort and predictability of sensory 

reactions; 

- emotional adaptability — the ability of the environment to adequately and timely respond to the 

emotional state of a person, providing soft transitions, emotionally sensitive behaviour of virtual agents, as 

well as the possibility of a temporary pause in interaction (detachment) without loss of progress or 

participation in interaction; 
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- individual configuration of the contact level — the ability of each user to independently adjust 

the intensity, nature and volume of interaction with other subjects and systems, including visual, sound, 

tactile and cognitive parameters; 

- predictability of actions of other users and AI agents — clear labelling of behavioural scenarios, 

the absence of accidental or provocative actions, the transparency of agent management algorithms, and the 

predictability of their reactions in accordance with the standards of digital ethics and dignity. 

45.5 Each platform that provides services in immersive environments (virtual reality, augmented 

reality, mixed environment, Metaverse) is required to implement and maintain a comprehensive set of 

security protocols that provide: 

privacy modes that allow you to act incognito or anonymously without forcing the disclosure of 

personal, biometric or behavioural identifiers, including by controlling visual display, voice, avatar and 

spatial localization; 

mandatory warnings about potential sensory, cognitive, or psycho-emotional stresses that may occur 

when using content or scenarios (e.g., virtual scenes with bright flashes, rapid movements, emotionally 

charged dialogue, or socially sensitive elements); 

Mechanisms for instant exit from the simulation are available and effective ("emergency shutdown", 

"panic button", "emergency exit"), which provide the user with the opportunity to leave the virtual 

environment without delays and technical obstacles in case of distress, disorientation or the threat of digital 

overload; 

establishing and maintaining an independent response service for cases of digital violence, online 

harassment, toxic behaviour or cognitive overload, including moderators, digital ombudsmen, mental health 

professionals and technology auditors, and functioning on the basis of transparency, confidentiality, 

responsiveness and ensuring the individual's right to protection. 
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CHAPTER 46. PROTECTION OF THE RIGHT TO DIGITAL SECRECY AND 

UNOBSERVABILITY 
Every person has an inalienable right to digital secrecy, which means the ability to exist, move, 

interact, view and communicate in the digital environment without being forced to, automated or hidden 

tracking, identification, monitoring, profiling, or collecting personal, behavioral, or analytical data. This 

right includes freedom from any digital identification or traceability that has not been initiated by the 

person himself or herself or is not directly justified by legal regulations. 

Digital secrecy implies full and exclusive control over one's own digital presence, including the right 

to choose the conditions, method, time and degree of detection in the digital space; the right to withdraw 

or prevent entry into databases, search indices or social graphs; the right to prohibit unauthorized 

aggregation or re-analysis of their digital actions. Digital surveillance technologies are allowed only if 

they are legal, proportionate, clearly defined and openly regulated. 

Digital untraceability guarantees a person invisibility or a controlled minimum level of detection in 

the digital space, in particular, protection from automated analysis, data accumulation or tracking without 

their direct, specified and informed consent. A person has the right to operate in zero visibility mode, in 

which his/her activity is not recorded in logs, is not subject to indexing or analytical processing, does not 

leave a digital trace and does not form a profile without of the user's direct will. 

Any actions involving the use of covert data collection technologies, including facial recognition, 

biometric identification, microexpression analysis, spatial tracking, or neurophysiological reading, are 

allowed only with the specific, voluntary and informed consent of the person, clear marking of data 

collection areas, the possibility of blocking them, and conducting an independent audit of such systems. 

Direct or indirect coercion to digital identification, mandatory registration or verification in the 

digital environment is prohibited if such a procedure is not objectively necessary to ensure public order, 

law and order, national security or vital interests of society. This applies to verification requirements for 

access to basic services, public information, open platforms or platforms whose activities are not related 

to high-risk functions. 

Digital authentication should be based on the principles of voluntariness, proportionality, the 

availability of alternative methods and the right to anonymous or minimally identifiable access, except as 

expressly defined by security or justice legislation. 

The state is obliged to ensure the development and functioning of a full-fledged infrastructure of 

anonymity as a component of the digital sovereignty of the individual. This includes creating virtual spaces 

without coercive identification mechanisms; providing modes of anonymous access to basic government 

services; guaranteeing legal protection of persons exercising their right to digital secrecy; and the 

development and implementation of design standards that make it impossible to collect data covertly. 

The state pays special attention to educational and outreach programs that raise awareness of digital 

secrecy, human rights to privacy, identification risks, and self-defense tools in the digital world. Such 

measures should be integrated into national digital policy, human rights practice and information ethics. 

46.1 Everyone has an inalienable right to digital secrecy, i.e. the ability to exist, move, communicate 

and interact in the digital environment without coercive, automated or covert tracking, identification, 

monitoring, profiling or collection of personal, behavioural or analytical data. This right includes freedom 

from any forms of forced digital detection that have not been directly initiated by the person or are not 

objectively necessary to carry out legally defined procedures. 

Digital stealth also encompasses: 

control over one's own digital presence, which means the ability to determine when, under what 

conditions and in what form an individual appears in the virtual environment; 

the right to extract data or prevent their inclusion in databases, search indexes, social graphs and 

other forms of digital aggregation without explicit and specified consent; 

guarantee of the use of digital surveillance technologies only if they are legal, proportionate, 

reasonable and clearly regulated. 
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Any interference with digital secrecy is considered as a significant restriction of a person's 

information autonomy and is subject to legal assessment for violation of his/her rights. 

46.2 Digital unobservability encompasses a system of legal, technical and behavioural guarantees 

that ensure invisibility or a controlled minimum level of detection of a person in the digital space. This 

means the individual's right not to have unwanted digital analysis, tracking, or accumulation of data, the 

collection of which has not been expressly authorized by the person himself or herself. 

This right includes: 

freedom not to be subject to algorithmic analysis, automated categorization, recognition, contextual 

reading or digital profile construction without the direct, specified and informed consent of the user; 

the ability to function in the "zero-visibility" mode, in which all a person's activities are protected 

from analytics, tracking, fixing a digital footprint or saving in system logs; 

the right not to leave a digital footprint when performing private, household or non-formal actions 

(viewing materials, personal navigation, autonomous presence in the environment), if they are not related 

to a public, official or legally significant function; 

protection against any form of passive or covert data collection, covering behavioural patterns, 

biometric signals, social interactions, neurobehavioral responses, and other types of data that can form a 

digital profile without the active participation of the individual. 

Digital unobservability is recognized as a key element of information self-preservation and is a 

component of human dignity, autonomy and intellectual sovereignty in the information age. 

46.3 The use of technologies for covert or contactless collection of personal and behavioural data 

(in particular, facial recognition, spatial tracking, biometric identification, analysis of microexpressions or 

neurophysiological reading) is allowed only if: 

the presence of special, specified and informed consent of the user; 

clear and public marking of devices and collection areas; 

ensuring the possibility of refusal or blocking by the user at any time; 

conducting an independent technical and ethical audit of the transparency of the system. 

46.4 Any form of direct or indirect coercion to undergo digital identification, mandatory registration 

or verification of a person in the digital environment is prohibited, unless such a procedure is necessary to 

meet critical security requirements (transactional, legal or operational), exercise public authority or protect 

vital public interests. 

This prohibition applies to: 

mandatory verification requirement for access to digital content, platforms or services that do not 

perform a public, state or high-risk function; 

imposing on users the use of biometric or behavioural identification algorithms in informational, 

educational, cultural, social or entertainment environments; 

creating conditions under which a person is actually deprived of the opportunity to exercise his/her 

right to digital secrecy without restricting other rights or access to basic services. 

All digital authentication mechanisms should be based on the principles of voluntariness, 

proportionality, openness of alternatives and guaranteed choice in favour of anonymous or minimally 

identifiable access, unless otherwise contrary to security or justice requirements. 

46.5 The state guarantees the development of a comprehensive infrastructure of anonymity as a 

component of the digital sovereignty of the individual. This includes not only the provision of technical 

means, but also legal, ethical and educational mechanisms to support digital secrecy, in particular: 

creation and maintenance of virtual public spaces (forums, services, educational platforms), which 

technically and normatively lack mechanisms for collecting, analysing, processing or storing user 

identification data; 

introducing anonymous use regimes for government digital services (e.g., reviewing regulations, 

accessing public information, participating in public hearings, etc.) in cases where these services do not 

require mandatory personalization or identity verification; 
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creation of a legal protection mechanism, including judicial, for persons who choose digital secrecy 

as a legitimate form of exercising their autonomy, privacy or protest excessive digital control; 

development and implementation of special digital design standards that exclude the possibility of 

covert data collection in the basic interfaces of digital interaction and guarantee the right to anonymous stay 

without loss of functionality; 

support for educational and outreach programs on digital stealth practices, total tracking risks, and 

personal privacy protection. 

Such events are part of the state's digital policy and are integrated into the strategies for the 

development of digital human rights, information ethics and inclusive infrastructure. 
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CHAPTER 47. THE RIGHT TO DIGITAL SELF-DEVELOPMENT AND 

IDENTIFICATION SELF-PRESENTATION 
Everyone has an inalienable right to independently form, define and change their digital identity — 

both public and private — in any digital environment, including information platforms, social networks, 

communication services, virtual spaces, and Metaverses. This right covers the freedom to choose a name, 

avatar image, visual style and design, symbolic or aesthetic elements, manner of communication, emotional 

colouring, as well as the scope of disclosure of personal or ideological characteristics. 

An individual has the right to create, maintain, and modify multiple, dynamic, context-sensitive, or 

fragmented forms of their digital identity, including pseudonymous, gaming, artistic, protest, or alternative. 

Changing (including updating or reconfiguring) a digital identity may not be grounds for restricting access 

to services, lowering algorithmic rating or other digital index, discriminating against or violating the rights 

of an individual, except when such identity is used to fraudulently or violate the rights of others. 

Identification self-presentation in the digital environment is recognized as a form of freedom of 

expression and covers the appearance of the avatar, the choice of visual style and design, the rhythm of 

publications, vocabulary, voice (including synthetic or stylized), as well as narrative and emotional 

patterns of interaction. An individual has the right to change the way they have a digital presence according 

to their context, platform, role, emotional state, or social behaviour strategy. 

It is prohibited to force a person to combine all digital identities, accounts or images into a single 

profile; until a universal or global permanent identifier is established; to pass the verification of personal, 

psychological or cultural characteristics, which narrows the possibility of self-establishment to 

standardized, binary or predetermined categories. It is also prohibited to automatic, coercive or carried 

out without proper information and consent profiling, which reduces the multiplicity of manifestations of a 

person to one generalized pattern. 

The state, digital platforms and operators of AI systems are obliged to provide an appropriate, 

flexible and technologically supported environment for free digital expression of a person. In particular, 

the ability to edit, mask, archive, save, restore or revert to previous images without sanctions or the need 

for additional justification should be guaranteed. 

Digital interfaces should provide a person with mechanisms for managing self-presentation: 

changing the name, style, visual image; choice of the level of publicity; blocking algorithmic profiling; 

managing digital statuses and roles. It is not allowed to use any element of style, colour, vocabulary or 

frequency of publications for automated personality analysis without the prior, explicit consent of the 

person. 

The right to digital self-determination is a fundamental human right in the digital age, intrinsically 

linked to respect for dignity, guarantee of freedom of expression, ensuring psychological integrity and 

recognition of cultural pluralism in the global information environment. 

Every person has an inalienable right to independently define, form and transform their digital 

identity — both public and private — in any digital environment, including information platforms, virtual 

spaces, communication services and social networks. 

This right includes freedom of choice: 

own name, pseudonym, avatar image, graphic symbols, colour palette, emblems, digital voice 

(including synthetic or modified) or visual embodiment; 

the volume and depth of disclosure of personal information, character traits, professional role, status, 

worldview positions or emotional openness; 

creating and maintaining multiple, dynamic, context-sensitive, pseudonymous, fragmentary, or 

anonymous profiles that reflect different aspects of the personality without limiting or coercion unified 

personification. 

Digital self-development implies the recognition of the right to a variety of embodiments of one's 

own self — including playful, professional, artistic, ironic or protest forms — provided that such forms of 

self-expression do not violate the rights of others and are not used for destructive behaviour. 
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A change in digital identity cannot be grounds for discrimination, restriction of access to services, or 
reduction of the level of digital trust or reputation. Such a restriction is allowed only in cases where the user 
acts in bad faith and resorts to deliberate disguise for the purpose of misleading or violating the law. 

47.1 Identification self-presentation in the digital environment covers the full range of external and 
interface-communication self-expression of a person, which is formed, transformed or implemented in 
virtual, social, information and communication platforms. It includes: 

choice of name (real or pseudonym), avatar (3D model, image or emoji avatar), visual design, voice 
embodiment (synthesized or stylized), as well as cognitive (neuronal), narrative, emotional or stylistic 
profile of interaction; 

determination of the parameters of individual communication — content, frequency, duration, tone, 
form, rhythm and depth of publications, replicas, reactions, digital traces (including timestamps, typical 
interactions), as well as linguistic, lexical or aesthetic models (patterns); 

creation and support of game, alternative, symbolic, allegorical, artistic, protest or imaginative 
embodiments of oneself in the digital space with varying degrees of intensity and realism — in particular, 
role-playing images in the Metaverses, creative stylized images in social networks, or recreated 
(reconstructed) visual identities in VR; 

the ability to freely transition between different digital images, modes, statuses and roles depending 
on the platform, context, situation, emotional state or personal presence strategy. 

47.2 It is prohibited to force a person to:  
merging all their digital identities, accounts, avatars, or roles into a single unified profile, which 

removes their multiplicity or pseudonymity; 
the consolidation of a single permanent or immutable image, avatar, name, or profile that restricts an 

individual's right to freely change or update their digital self-presentation according to the emotional, 
psychological, or social context; 

passing identification or psychological (cultural and value) verification, which limits the right of a 
person to self-determination and change of identity over time. 

It is also prohibited to use profiling tools that automatically reduce the multiplicity of digital 
manifestations of a person to a single standardized cognitive or social model without their knowledge and 
consent. 

The state, digital platforms, and AI system operators are obliged to create an appropriate, flexible, 
and non-discriminatory environment for the realization of an individual's right to digital expression in all 
its forms. 

In particular, they are obliged to: 
recognize the right of a person to change their digital identity, update their self-presentation or 

transition to a new avatar role, regardless of the time, frequency or form of such changes, without the 
obligation to verify them or provide explanations; 

refrain from imposing any sanctions, restrictions, blocks, reduction of algorithmic rating or digital 
reputation, or deprivation of access to the services on the basis that the user has chosen several parallel or 
interrelated forms of self-expression within the same or different platforms; 

− provide flexibility and multi-level controllability of digital interfaces, providing a person with 
the technical capability: 

− edit digital images according to a change in identity or social context; 
− hide (mask) part or all of the attributes of your digital appearance; 
− back up or archive previously used avatars; 
− revert to previous versions of the digital image or perform a full restart of the digital image; 
− not to carry out automatic or forced profiling of persons on the grounds of self-expression style, 

vocabulary, color scheme, frequency of publications, avatar style or other markers without the prior express 
informed consent of the person and with the possibility to withdraw such consent at any time. 

The right to digital self-formation is recognized as a fundamental principle of respect for the 
individual in the information society and is of particular importance for ensuring freedom of expression, 
pluralism of opinion and psychological safety in the digital age. 
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CHAPTER 48. THE RIGHT TO PSEUDONYMITY, ANONYMITY AND DIGITAL 

CONCEALMENT OF DATA AND TRACES 
Every person has an inalienable right to use a pseudonym, a digital nickname, avatar or other form 

of alternative identification that does not reveal their real name, natural person, or official status in the 

digital environment. This right is guaranteed in all forms of online interaction — in social networks, gaming 

environments, professional platforms, forums, service providers, educational systems, and any other digital 

spaces. 

Pseudonymity is recognized as a form of self-expression, privacy protection, psychological safety, 

and digital self-realization. It can be permanent, temporary, situational or multiple at the user's choice and 

does not require mandatory registration, confirmation or binding to an official, except in cases expressly 

provided for by law and limited by the principle of necessity and proportionality in the interests of national 

security, prevention of cybercrimes, ensuring justice or protection of the rights of others. 

Anonymity in the digital space is recognized as a recognized (legitimate) form of participation in 

public life, expression of views, obtaining information, protest, self-education and protection of vulnerable 

groups. It is prohibited to establish technical, organizational or administrative barriers to anonymous 

access to open resources, limit the functionality or quality of the service on the basis of anonymity, as well 

as discriminate or stigmatize persons who have chosen a non-personalized form of digital presence. 

Each person has the right to form and control their own digital presence, including the creation of 

several digital profiles with different levels of personification, style, functional purpose and thematic focus. 

A person has the right to independently determine the volume of digital traces (activity data) that he/she 

leaves, in particular, to request their deletion, to carry out de-indexing or cleaning, as well as to use modern 

means of digital invisibility — encryption, virtual private networks, synthetic voices, digital simulation 

technologies, pseudo-identifiers or other tools of concealment (masking), if such use does not pursue an 

illegal purpose. 

Digital platforms that provide public access to services, information or interactions, regardless of 

jurisdiction, form of ownership or scale, are obliged to ensure the right of users to voluntary identification, 

guarantee access without mandatory account registration, refrain from collecting personal data and other 

identifying information without the direct consent of the user, and ensure full control of users over their 

own data, including the right to delete it,  Export, view, and temporarily block (pause processing). 

The use of pseudonyms or anonymous presence cannot be grounds for discrimination, restriction of 

participation in public processes, reduction of the significance of statements or prohibition of use of 

services. It is prohibited to automatically restrict or exclude such users from discussions, consultations, 

petitions, crowdsourcing initiatives, competitions or digital e-government platforms, unless the 

identification is expressly necessary to ensure legality or the public interest. 

48.1 Every person has an inalienable right to use a pseudonym, digital nickname, avatar or other 

form of alternative identification that does not reveal their real personal data or official status in the digital 

environment [366]. This right is guaranteed in any form of online interaction — in social networks, gaming 

platforms, professional environments, forums, service providers, educational systems, etc [367,368]. 

Pseudonymity is recognized as a form of self-expression, privacy protection, psychological safety, 

and digital self-realization. It can be permanent, temporary, situational or multiple at the user's choice and 

does not require mandatory registration, confirmation or binding to an official [369]. 

Restrictions on the use of a pseudonym may be applied only in cases expressly provided for by law 

and limited by the principle of necessity and proportionality [370], for the purpose of: 

protection of national security and public order; 

prevention of fraudulent activities or other cybercrimes; 

ensuring justice and law enforcement; 

protection of the rights and freedoms of others, in cases of defamation, discrediting or concealment 

of aggressive or illegal behaviour. 
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48.2 Anonymity in the digital space is recognized as a recognized form of self-expression, 

participation in public life, exchange of information, self-education, protest and protection of vulnerable 

groups [371]. 

Prohibited: 

establishment of administrative, organizational or technical barriers for anonymous access to open 

information resources; 

limitation of quality (reduction of the level of service) or functionality of the service for anonymous 

users in the absence of a reasonable technical need; 

discrimination or stigmatization of individuals who have chosen an anonymous or pseudonymous 

form of digital presence. 

48.3 A person has the right to freely form and control their own digital presence, in particular: 

create, maintain and use multiple digital profiles with varying degrees of openness, personification, 

theme, visual style, functional orientation or identity depending on the context, purpose and personal 

preferences; 

independently determine the volume and nature of digital traces that remain in the process of 

interaction with information environments to be able to completely or partially delete them, configure 

periodic cleaning, deindexing from search engines, automatically block the storage of session data or 

prevent tracking by trackers; 

use modern digital stealth technologies, including concealment or imitation of digital activity, 

metadata encryption, VPN, TOR, pseudo-identifier generation, use of avatars, holographic shells, digital 

animation, stylistic filters or synthetic voices, if this does not contradict applicable law and does not pursue 

the purpose of committing illegal actions. 

48.4 All digital platforms that provide public access to information, communication or services, 

regardless of jurisdiction, ownership models or audience scale, are obliged to guarantee compliance with 

the principles of anonymity, self-control over the digital footprint and voluntary identification [372].  

They must: 

provide access to the basic functionality of the service (viewing, navigation, searching, downloading) 

without the obligatory registration of an account and creating an account or logging in through third-party 

identification platforms; 

Covertly or automatically collect identifying, behavioural, or technical data (including IP addresses, 

geolocation, device configuration, browser fingerprints, cursor movements) using analytics scripts, plug-

ins, sensors, or algorithmic trackers without the express informed consent of the user;  

provide users  with full control over their data, including the right to view, edit, export, suspend, 

permanently delete and manage information stored or generated during the use of the Service, including 

analytical data, session logs and hidden profiles;  

undergo an independent external audit of systems and practices to comply with the principles of 

anonymity, voluntary verification and transparency of profiling, and publish the results of such audit at 

least once a year in the public register of privacy policies and practices. 

48.5 The use of anonymity or pseudonym cannot be the basis for any form of discrimination, 

stigmatization or restriction of a person's access to digital rights, services and forms of participation in 

public life.  

It is prohibited: 

reduce the credibility or weight of statements in digital discussions solely on the grounds that the 

user has not disclosed their identity, or deny them the right to publicly comment, post or respond; 

automatically restrict or exclude anonymous or pseudonymous users from participating in contests, 

consultations, discussions, crowdsourcing initiatives, petitions, surveys, or other forms of public activity; 

restrict access to tools for participation in the formation of digital policy, the implementation of 

digital justice, the use of e-governance institutions or administrative services only due to the lack of 

personalized verification, if such verification is not necessary to ensure security, legality or protection of 

the public interest. 
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CHAPTER 49. THE RIGHT TO DIGITAL OBLIVION AND THE RESTART OF 

DIGITAL HISTORY 
Every person has an inalienable right to digital oblivion — that is, for full or partial deletion, 

masking, restriction of access, deindexing, depersonalization or transfer to archival mode of digital 

information, that has lost relevance or legal or social relevance, violates privacy, damages the dignity or 

reputation  of a person or is discriminatory in form or consequences. 

This right applies to both personalized materials and any digital data that directly or indirectly 

identifies an individual, in particular: open information (profiles, comments, content), hidden digital 

records (logs, caches, technical mirrors), shadow profiles and analytical indices, digital traces and 

contextual markers, recommendation layers, automatically generated characteristics (summary) or 

interpretations, as well as any data created or collected by third parties without the informed consent of 

the individual. 

The right to digital oblivion is a component of informational self-determination and is implemented 

through the principle of dynamic control over personal digital reputation, privacy and the right to change 

or terminate its own digital presence. 

An individual has the right to request the total or partial deletion of any digital information that  

directly or indirectly identifies him, regardless of the source of publication, if such information has lost its 

relevance or public importance, violates the right to privacy, causes damage to dignity or reputation. It has 

the right to request the  suspension of access to archived or duplicate copies, to challenge the results of 

search results, algorithmic ranking or personalized recommendations, as well as to seek the labelling of 

content as outdated or inconsistent with its current status. 

Digital platforms, regardless of ownership, jurisdiction or scale of activity, are obliged to provide 

effective mechanisms for the implementation of this right: provide users with interfaces for self-deletion or 

submission of an official appeal, promptly and transparently consider such appeals, implement procedures 

for complete deletion (digital data cleaning protocols) or information anonymization, as well as to stop the 

practice of storing or redistributing data after its deletion, except in cases expressly provided for by law. 

The exercise of the right to digital oblivion cannot be limited by formal or technical grounds for 

refusal, in particular: invoking the public interest without proper justification of its significance; technical 

failure of the platform, which is the result of unfair design; or prior consent without the right of revocation 

granted without full awareness of the extent of the processing of their data. 

49.1 Everyone has a guaranteed right to digital oblivion — that is, to delete, restrict access, mask, 

deindex or depersonalize digital information that has lost its relevance, is false or inaccurate, violates 

privacy, damages dignity or reputation, restricts the rights and freedoms of a person, or promotes 

discrimination. This right applies to both open information and hidden digital records, shadow profiles, 

algorithmic labels, analytical links and data generated by third parties about the person. 

49.2 The right to digital oblivion covers all types of information that directly or indirectly identifies 

a person and that is no longer relevant, or is processed without an appropriate legal basis, or is not subject 

to further access or processing. This is: 

personal data, including photos, videos, texts, messages and comments, which were published or 

previously generated by or with the user's participation; 

information that has become irrelevant due to changes in the professional, social, ideological, medical 

or legal status of a person, or that no longer reflects a reliable or up-to-date image of the user; 

digital traces of activity on Internet resources and electronic services, including social networks, 

forums, chats, databases, educational platforms, search engines, delivery services, financial services, as 

well as other digital platforms and electronic environments that store the history of a person's interactions; 

- Profiles, logs, behavioural patterns, content recommendations, analytical reports, or machine-

generated descriptions of user actions automatically collected and stored by systems or algorithms, which 

are stored without their express informed consent. 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

165 
 

49.3 A person has the right to exercise control over their digital presence in terms of its historicity, 

accessibility, and relevance. Including: 

demand the complete or partial deletion of any digital information (including metadata, backups, 

algorithmically generated inferences) associated with it, regardless of the source of publication, if such 

information has lost its legal or social relevance or harms privacy, dignity or reputation; 

request the suspension of access or temporary blocking of archived or duplicate copies located on 

third-party servers or in cached search engines; 

challenge the results of search results, algorithmic ranking or content systems that lead to distortion 

of the image of the person, discredit, moral humiliation or associate it with irrelevant or harmful contexts; 

- require that content be labelled as historically outdated, archival, irrelevant, or not reflective of 

the person's current status, and that a special interface be put in place for such labels in digital profiles and 

media archives. 

Digital platforms, regardless of ownership, jurisdiction or scale of activity, are obliged to implement 

systematic and technically effective mechanisms for exercising the right to digital oblivion. 

They have: 

provide users with a clear, accessible and guaranteed effective interface for self-deletion or 

submission of a formal request for administrative deletion of any information from a personal profile, 

including activity, metadata, interactions and automatically generated records; 

consider requests for deletion or restriction of data without excessive procedural obstacles, within a 

period not exceeding 15 working days from the date of submission, with the obligatory provision of 

confirmation and justification of the decision; 

implement modes of full digital history update — special technical protocols that allow the user to 

fully update their digital presence at their own discretion (change identifiers, remove traces of previous 

activity, adjust personalization logic) without losing the legal continuity of the account; 

- Stop the practice of storing or redistributing information after its deletion, unless otherwise 

expressly provided by law, and ensure that backups, caches or third-party services do not contain 

information accessed without the user's informed consent. 

49.4 The exercise of the right to digital oblivion cannot be limited by unreasonable, technically 

unsubstantiated or purely formal grounds. It cannot be rejected: 

based on a generalized reference to the public interest, if the relevant information does not have a 

reasonable public significance or does not perform a critical function in the field of freedom of speech, 

transparency or public control; 

due to the technical failure of the platform, if such failure is the result of unfair infrastructure design, 

centralized storage, lack of deletion protocols or failure to fulfil the obligation to ensure the implementation 

of user rights; 

due to past consent to data processing, if such consent has been given: 

− no revocation option; 

− without sufficiently informing the person about the consequences and extent of the processing; 

− fs part of non-transparent or discriminatory contract terms that deprived a person of the ability 

to exercise control over data in a dynamic mode. 
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CHAPTER 50. THE RIGHT TO INFORMATION INVISIBILITY AND OFFLINE 

EXISTENCE STATUS 
Every person has the right to information invisibility — a deliberately chosen state of lack of digital 

activity or inaccessibility for technological surveillance in digital environments, regardless of the level of 

their accessibility. This right includes the ability to exist outside of systemic digital monitoring, tracking, 

analysis, or logging without being forced to constantly interact with interfaces, networks, devices, or 

algorithms. 

The right to offline existence status guarantees the ability to be outside the digital environment 

without losing basic civil, social, economic or cultural rights. A person cannot be obliged to be permanently 

present in the digital space to exercise his/her basic rights and freedoms, receive state, medical, educational 

or financial services, participate in elections, public life or communicate with authorities. 

No technological system can interpret the absence of a digital footprint, unwillingness to register, 

disabling geolocation, blocking tracking, or restricting interaction with devices as suspicious, anomalous, 

or unlawful (deviant) behaviour. The lack of digital activity is not a reason for forming a risk profile, 

downgrading, monitoring, or restricting access to basic digital citizenship functions. 

A person has the right to refuse the use of biometric systems, geospatial interfaces, algorithmic 

identifiers, automated presence recorders, electronic bracelets, smart devices or wearable sensors, unless 

otherwise expressly provided by law in exceptional cases. The technological autonomy of the individual 

takes precedence over the interests of data collection and analytical processing. 

Digital systems are obliged to provide the ability to function in the mode of information invisibility 

("invisible user") — without storing technical and behavioural data (including logs, metadata, IP 

addresses, behavioural markers), without automatic profiling and algorithmic determination of interests 

or reactions. A person has the right to a temporary (session) presence in the digital environment without 

being forced to leave a permanent digital footprint. 

A digital platform or system that does not provide the possibility of information invisibility or forcibly 

requires permanent registration, assignment of a digital index, identification number or creation of a 

personal account is considered to violate the right to offline existence and entails liability in accordance 

with this law. 

50.1 Every person has an inalienable and fundamental right to information invisibility as a modern 

form of privacy, autonomy and digital dignity [373,374]. This right includes a conscious and voluntary 

decision, guaranteed by the protection of the law, to be inaccessible to any form of digital surveillance, 

profiling, modelling, analytics, tracking, prediction, personalized exploitation, or use for the benefit of third 

parties — for commercial, governmental or technocratic purposes. 

Information invisibility means the ability of a person to be in a state of non-presence in the digital 

environment: stay out of the reach of digital agents, algorithms, platforms and services that record, record, 

interpret or evaluate the behaviour, emotional state, cognitive profile or digital footprints of a person [375]. 

The right to information invisibility guarantees avoidance: 

constant digital surveillance — both open (through activity tracking) and hidden (through backend 

analytics and machine learning); 

analytical indexing — creation of databases or registers with behavioural, consumer, cognitive or 

social markers; 

assignment of evaluation metrics (ratings, indices, trust score, risk indicators, etc.) to a person by 

systems, which are formed without a request or consent; 

automated formation of predictive or strategic profiles that can influence decision-making about a 

person in the financial, medical, educational, labour or migration spheres. 

The implementation of this right implies that digital systems cannot create a computational profile 

of a person — even indirect or impersonal — without clear, informed, specified and dynamically revocable 

consent. Such consent is not considered valid if it was given under conditions of cognitive pressure 

(manipulative influence), systemic asymmetry or without the technical possibility of easily refusing [376]. 
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50.2 The status of information invisibility implies both the physical and digital absence of a person 

at a specific point in time, as well as the extended right not to generate, transmit, accumulate or store any 

digital traces in situations that are private or non-public in nature or do not require digital fixation. This 

right is proactive — it not only responds to interference but also guarantees the freedom to prevent the 

digital representation of a person in forms that do not correspond to it [377]. 

Within the framework of the exercise of this right, a person has the right to: 

completely disabling or refusing to use permanent digital identifiers (including UUIDs, device 

fingerprints, cookie profiles, session keys, etc.) and replacing them with temporary or pseudonymous 

attributes that do not directly or indirectly identify a person; 

refusal to interact with digital systems, services or devices that require a disproportionate amount of 

personal, biometric, behavioural, cognitive or contextual data, if such requirements are not mandatory for 

the operation of the basic service and exceed the limits justified by the principle of data minimization; 

the right to ignore digital or automated requests, including consent forms, surveys, marketing 

proposals, forecasts or recommendation systems, if they are aimed at creating or clarifying a person's social, 

psycho-emotional, ideological, value or consumer profile without their direct initiative and control. 

Thus, the status of information invisibility is not only technical, but also regulatory in nature and 

reflects a person's conscious position on the boundaries of disclosure and use of their own data in the digital 

environment. It should be guaranteed both at the level of user tools and at the level of regulation, design of 

digital systems and the formation of public digital policies. 

50.3 Digital systems, services, platforms and devices that interact with the user are obliged to ensure 

compliance with the information invisibility regime chosen by the user. This means not only refraining 

from collecting data without consent, but also actively providing technological support for modes in which 

an individual can act without leaving digital traces, controlling the volume, nature and duration of their own 

digital representation. 

Digital systems have: 

to implement full-fledged modes of information invisibility, including: 

"Incognito" mode - interaction with digital services, including websites, applications and digital 

platforms, without automatically saving browsing history, cookies, session data and local cache; 

"temporary presence" mode means a one-time session of interaction with a digital service without 

saving digital traces after its completion, including device identifiers, IP address, geolocation, navigation 

route and actions; 

"Contextual masking" mode is an interaction mode that allows the user to choose the level of their 

presence (from complete anonymity to pseudonym or partial identification) when participating in public 

discussions, voting, online broadcasts, conferences or other digital spaces; 

ensure mandatory labelling and anonymization of all data generated in such modes, including 

metadata, logs, device tokens, time stamps, frequency responses, and other similar technical indicators, 

with subsequent automatic deletion or cryptographic destruction after the end of the session, expiration of 

a specified period, or at the request of the user; 

introduce visually clear and standardized interfaces that demonstrate the status of its visibility in the 

system in a way that is understandable to a person — in particular, through color indicators, icons, indication 

of active collection, statuses "unindexed", "anonymous", "temporary", as well as notifications about 

changes in the policy of data collection or fixation; 

provide each user with built-in verification tools that allow you to determine whether interaction with 

the service leads to the storage, processing, transmission or transit of any data (including through hidden 

mechanisms, embedded APIs or third-party services) and whether such interaction corresponds to the level 

of invisibility chosen by the user. Such tools should include a transparent log of operations (actions) of the 

data processing system, notification of crossing the prohibited collection limits, as well as the ability to 

immediately terminate the session or switch the mode. 
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The requirements of this provision are mandatory for all digital systems working with personal data, 

virtual identities or behavioural information of an individual, regardless of their jurisdiction, ownership 

model or algorithmic architecture. 

50.4 Any action aimed at circumventing the status of a person's information invisibility — i.e. an 

attempt to collect, process, aggregate (generalize) or analyse personal or behavioural data contrary to a 

deliberately chosen mode of information invisibility — is recognized not only as a technical violation of 

the settings, but also as a significant encroachment on the digital sovereignty and dignity of a person [378,379]. 

In particular, such violations are considered to be: 

- the use of hidden or undocumented backend data collection mechanisms that do not appear in the 

user interface, but continue to record, log or transmit information without their knowledge; 

- Use of hidden behavioural analytics algorithms that collect data in the background (e.g., mouse 

micromovements, scrolling rhythm, click sequence) for the purpose of further shaping or modelling a user profile; 

- Implementation of analytical markers or tracking codes ("Tracking Codes") that store information 

in cookies, through Device Fingerprinting, in local caches or third-party advertising modules, regardless of 

the activation of the "incognito", "do-not-track" mode or other similar mechanisms. 

- activation of biometric identifiers or triggers (including microexpressions, gait patterns, voice 

patterns, muscle response, body temperature dynamics) that have not been expertly verified or are used 

without the express informed and voluntary consent of the person; 

- Use of third-party APIs and/or SDKs (software development kits) embedded in services that 

collect or potentially collect data for the benefit of third parties without explicitly stating this fact in their 

privacy policies or terms of use; 

All the above actions are recognized as unauthorized intrusion into the information space of a person, 

regardless of the presence of immediate or obvious consequences. Such actions entail legal liability, 

including administrative, civil law, and in the case of a systemic or mass nature, criminal liability. 

50.5 The right to information invisibility cannot be reduced solely to a technical function of the 

interface or an option in the "privacy settings" menu, since it constitutes a basic element of a person's 

information autonomy and requires systemic protection. This right should be recognized as fundamental — 

at the level of constitutional guarantees, principles of digital ethics, public law norms and contractual 

standards in the field of data processing. 

Exercising the right to information invisibility requires: 

- integration of appropriate modes and mechanisms into the design of the digital architecture 

(privacy by default — privacy-by-default, silence by design — silence-by-design, invisibility-first priority), 

rather than adding them as optional plugins or secondary user experience options; 

- ensuring that this right is necessarily considered in the process of developing technical standards, 

digital interaction protocols, API regulations and the architecture of interaction of artificial intelligence 

agents; 

- imperative enshrinement of invisibility provisions in contracts for the use of digital services, 

licenses, privacy and data protection policies, data processing agreements and terms of technology tenders. 

Any violation or ignorance of this right — even in the form of undocumented bypasses, artificially 

created technical unsuitability, or lack of functional alternatives — is recognized as a systemic restriction 

of personal freedom in the digital environment. 
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CHAPTER 51. PROHIBITION OF DIGITAL DISCRIMINATION AND THE 

CREATION OF DIGITAL CASTES 
Any form of digital discrimination is prohibited, including (but not limited to) direct or indirect, overt 

or algorithmically hidden inequalities in relation to persons or groups of persons in the digital environment 

on the basis of race, gender, age, nationality, language, political, religious or other beliefs, disability, social 

status, profession, place of residence, genetic or psycho-emotional characteristics, as well as digital 

behaviour, consumer rating, credit history,  the frequency of activity or other dynamic parameters generated 

or used by artificial intelligence, personalized analytics, automated control, or other algorithmic systems. 

It is prohibited to implement or use digital systems that automatically create "castes" — i.e., 

hierarchized or segmented groups of users with unequal treatment, to which different levels of access, 

service quality, cost of services, speed of service, recommendation content or level of reliability of 

information determined based on pre-collected or simulated digital attributes are applied. 

Every person has the right to transparency, control and the possibility of objecting to any digital 

profile, classification or rating applied to them in an automated form. A person has the right to know what 

data has been used, what algorithms have been applied, what conclusions have been drawn, as well as to 

request the deletion, revision and correction or cancellation of such profiles if they cause bias or restrict 

access to equal digital opportunities. 

Digital platforms, information system operators, providers of artificial intelligence, personalized 

analytics services and other digital entities are obliged to adhere to the principles of algorithmic fairness, 

explainability, impartiality, equality of access and social responsibility in the process of data processing, 

ranking, provision of services or interaction with users. 

It is not allowed to put a person in a less favourable position only on the basis that his digital footprint 

does not correspond to artificially determined parameters of the algorithm, and his profile in the system is 

marked as "risky", "ineffective", "unattractive", "unprofitable" or "toxic", without granting him the right to 

appeal, receive an explanation or initiate interference. 

Any systemic digital segregation — including special tariffs, limited access rights, content visibility 

control, differences in voting or interaction rights — based on an artificially generated rating or 

algorithmic classification is recognized as a gross violation of the principle of digital equality and is subject 

to immediate termination. 

The state ensures control and supervision over compliance with the principle of non-discrimination 

in algorithms, decision-making procedures by AI systems and in the use of digital profiles and indices, as 

well as creates independent bodies to consider complaints, conduct audits and implement digital justice 

standards. 

51.1 Digital discrimination — is any restriction, exclusion, isolation, humiliation or prejudice 

against an individual based on their digital behaviour, metadata, algorithmic profiles, rating scores, socio-

digital indices or other chosen or imposed form of digital identity [380,381]. Such discrimination violates the 

principle of equality and non-discrimination in the digital space and is incompatible with the right to 

information autonomy and digital dignity [382,383]. 

Prohibited: 

creation or use of systems for automatic assessment or ranking of a person without his/her informed 

consent, if this leads to the restriction of his/her rights and opportunities; 

restricting access to services, platforms, content, or communications due to the user's use of a 

pseudonym, anonymous mode, or digital footprint minimization practices; 

dividing users into "trust classes", "influence groups" or "quality castes" according to the criteria of 

non-transparent algorithms or social rating; 

Using historical data—including previous interaction sessions, emotional reactivity, post style, 

cognitive speed—to block or restrict access to public functions, education, medicine, employment, or other 

socially relevant areas and resources. 
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51.2 In the case where algorithmic sorting, classification or ranking is used in the interests of 

ensuring the security, stability and reliability of the service or improving the quality of the user experience, 

the following actions [384] are allowed only if the following requirements are met: 

- Clear legal basis: The algorithm must have a well-defined purpose, a legitimate legal basis, and a 

technical specification that includes a decision-making architecture; 

- Guarantee of human control: the final decision on the restriction of rights or the assessment of a 

person cannot be made exclusively by an automated system without the mandatory participation of an 

authorized person empowered to analyse the context and provide clarifications; 

- technical transparency: a person has the right to be informed about how, on the basis of what data 

and according to what rules his/her algorithmic portrait or rating is formed, as well as the right to correct, 

appeal or complete refusal to participate in such a system. 

51.3 Every person, regardless of the level of digital experience, technical training or formed digital 

profile, has the right[385,386]: 

- to equal and non-discriminatory access to digital platforms and services, administrative resources, 

educational opportunities, media space, as well as to participation in digital democracy; 

- to protect against digital stigmatization, forced labelling or discriminatory labels by artificial 

intelligence systems and digital intermediaries; 

- refusal to participate in algorithmic ranking systems without losing or restricting access to basic 

functions and services; 

- to participate in the formation of standards of ethical and legal regulation of digital technologies, 

in particular by participating in advisory boards, committees, focus groups and public discussions. 

51.4 Any digital platform that influences access to vital services or public goods is obliged to: 

- publish complete, up-to-date and understandable documentation on algorithmic systems, 

including sorting principles, moderation mechanisms, visibility parameters, factors influencing the 

formation of recommendations and metrics for evaluating their effectiveness; 

- ensure the smooth functioning of the service, i.e. guarantee equal access of users to all its 

functions regardless of their identity, registration method or profile type; 

- ensure the functioning of permanent tools for monitoring manifestations of digital discrimination 

in any form that guarantee the possibility of filing a complaint, receiving a reasoned response and initiating 

an independent examination; 

- regularly, but at least once a year, undergo an independent audit carried out by authorized or 

accredited entities to check the absence of structural bias in the algorithms, with the mandatory publication 

of conclusions and the immediate adoption of corrective measures within the established time frame in case 

of detection of impact asymmetry. 
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CHAPTER 52. THE RIGHT TO CYBER-PHYSICAL INTEGRITY IN ARTIFICIAL 

INTELLIGENCE SYSTEMS 
Everyone has an inalienable and state-guaranteed right to cyber-physical integrity — that is, to 

protect physical integrity, sensory perception, spatio-motor balance, neuropsychic stability, and 

bioinformational integrity from any influences arising from interactions with digital, robotic, autonomous, 

sensory, or hybrid systems, including systems based on artificial intelligence, the Internet of Things, or 

immersive technologies. 

It is prohibited to exert any influence from such systems that may cause physical discomfort, 

sensorimotor disorientation, cognitive overload, vestibular instability, panic states or disturbances in the 

physical and psycho-emotional state, as well as imitation of acts of aggression, touching or forcible 

restriction of freedom of movement without the direct, informed consent of the person. 

Each person has the right to independently determine the limits, intensity and permissibility of any 

physical or sensory feedback from technological systems. This right includes  the right to complete or 

partial shutdown of vibrations, tactile pulses, temperature effects, force feedback, as well as immediate 

termination of interaction by  means of emergency commands or emergency interfaces to ensure that the 

process is completed safely. 

All systems containing components of physical or sensory interaction must comply with the principles 

of technological safety, bioethical responsibility and adaptability to the user's condition, and must also 

provide a "zero impact" mode — that is, a mode of complete neutralization of physical and sensory stimuli 

for vulnerable users or those who have not provided consent. 

Developers, manufacturers, suppliers, operators and other authorized entities of such systems are 

obliged to conduct a comprehensive assessment of potential risks, clearly mark risk modes of interaction, 

provide simple and unhindered access to emergency shutdown mechanisms, and carry out systematic 

monitoring and documentation impact on the user's health. Any changes in the impact architecture or 

software or firmware updates that alter the patterns of physical or sensory interaction with the user's body 

are allowed only if their express and informed consent is obtained. 

Any violation of the right to cyber-physical integrity — including unwanted stimulation, lack of a 

refusal mechanism, ignoring an exit request, or using bodily influence as a means of coercion — qualifies 

as a serious digital security offense and entails legal liability. 

Everyone has a guaranteed inalienable and universal right to cyber-physical integrity — that is, to 

protect the integrity, inviolability and stability of one's own physicality, sensory perception, spatial-motor 

balance, neuropsychic balance and bioinformational homeostasis (stability of information and biometric 

processes) when interacting with any digital, robotic, sensory, autonomous or hybrid systems [387]. 

This right should be understood as a guarantee that no digital or algorithmically controlled 

technology — but not limited to artificial intelligence systems, autonomous robots, wearable devices, 

immersive and virtually-augmented environments, haptic feedback mechanisms, smart environments, 

Internet of Things (IoT) devices, neural interfaces, and other similar technologies — may initiate or exert 

an effect on a person in a way that results in: 

violation of physical comfort, bodily safety and spatial orientation; 

loss of control over motor or sensory functions, overload of sensory (receptor) systems, or impaired 

coherence between perception and action; 

changes in the neuropsychiatric state, manifested in the form of anxiety, emotional overstrain, panic 

reactions, cognitive overload or dissociative states; 

impairment or limitation of a person's ability to independently determine and protect the boundaries 

of their physical and sensory integrity, including the bodily, tactile, temperature, sound, visual and 

vestibular spheres. 

An individual's right to cyber-physical integrity covers not only protection from harmful or unwanted 

influences, but also imposes an obligation to ensure that all systems of the technological environment are 

designed and functioned taking into account human bodily sovereignty — as a basic ethical and legal 
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criterion in the age of physical-digital integration. This means that the human body, its integrity, reactions, 

perceptual limits, and ability to self-regulate have unconditional priority over the criteria of efficiency, 

navigational logic or performance of technological systems[388]. 

52.1 Any physical, sensory or neurophysiological effect on a person from digital, cyberphysical, 

autonomous or robotic systems is prohibited without their prior consent, expressed in an understandable 

form, informed and revocable at any time. Any influence that leads or may lead to a violation of the cyber-

physical integrity of a person is also prohibited. All forms of actions or interventions carried out by digital, 

cyber-physical, autonomous or robotic systems that: 

create a risk of direct or indirect physical harm, including due to pain, seizures, muscle tremors, 

microtrauma or sensorimotor disorientation; 

disturb spatial orientation and balance of perception through visual, auditory, temperature or tactile 

means that cause vestibular destabilization, a feeling of falling or loss of stability; 

cause excessive cognitive or informational load, leading to frustration, visual fatigue or 

oversaturation, decreased reactivity or maladaptation in the real environment after interaction; 

simulate a physical intrusion into the user's personal space (harassment, aggression, touching, 

restriction of movement, compression or capture), regardless of whether such actions are implemented as 

an element of gameplay, educational simulation, simulator or artistic environment; 

use signals of pain, fear, disgust, shame, or other basic emotions as a means of influencing and 

imposing a behavioural model, an element of gamified feedback, or a mechanism of "motivation" for further 

interaction. 

Separately, the use of neuroexposure triggers (including light and sound patterns, binural frequencies, 

hypersynchronized visual effects, rhythm manipulation or colour impulses) that can cause trance states or 

affective instability, in the absence of proper medical justification and appropriate certification, is 

prohibited. 

The principle of preventive protection establishes that the responsibility for preventing such impacts 

rests with the developer, supplier and operator of the system. Influence is recognized as prohibited both in 

the case of actual harm and in the presence of a reasonable threat to the bodily or sensory well-being of a 

person. 

52.2 Each person has a guaranteed right to independently determine the depth, form, intensity and 

duration of physical, sensory or neuro-emotional interaction with any digital, cyberphysical, autonomous 

or robotic system. This right applies, among other things, to domestic, educational, play, professional, 

rehabilitation and media immersive environments and is exercised through: 

the ability to adjust or completely disable all forms of physical feedback (including tactile impulse, 

vibration, force, thermal stimulation, pressure, ultrasonic excitation, electromuscular modulation, biometric 

response, or quasineuronal feedback); 

interface control over the level of intensity of such influences with a mandatory preliminary visual 

or auditory message, which must clearly determine the nature, expected effect and duration of the relevant 

mechanism; 

the right to refuse any physical interaction with the digital system without restricting access to other 

functions or content, except where such exposure is necessary to ensure the physical safety of the person 

or the environment (for example, emergency braking in autonomous vehicles); 

- the right to immediately terminate the interaction and carry out a full-fledged "emergency 

withdrawal" (hereinafter referred to as "emergency egress"), which is guaranteed through: 

− visible interface element in the form of a button or gesture; 

− voice or non-verbal command (in particular, using a neural interface); 

− automatic exit timer, which is activated when the stimulation limit level is reached. 

Each system that involves physical or sensory interaction must be accompanied by an "impact 

passport" — an official electronic or printed document containing information about all potentially active 

components of the reverse effect, their permissible limits, methods of disconnection, as well as technical 

and ethical restrictions of use for different age, physical and psycho-emotional groups of users. 
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52.3 All technical systems that contain components of physical or sensory interaction (including 

tactile, motor, thermal, acoustic, kinetic, visual, electrical stimulator, biomechanical or neurosensory 

modules) are required to function in accordance with the principles of technological safety, bioethical 

responsibility and the priority of human bodily sovereignty. 

Such systems must be designed, tested and implemented in compliance with the following criteria: 

standardized Safe Exposure Certification: Every device that produces physical or biologically 

relevant stimulation is required to undergo independent testing for compliance with national and 

international regulations that determine permissible levels of strength, duration, frequency, depth of 

penetration, temperature, inertial impact and cognitive load. 

adaptive adjustment of exposure parameters: systems are required to consider age characteristics 

(including childhood and geriatric status), health status, history of trauma, the presence of neuropsychiatric 

sensibilities (e.g., epilepsy, anxiety disorders, post-traumatic stress), as well as cultural and religious factors 

regarding the integrity of the body. 

zero-impact mode: every system with a physical interface is obliged to provide the ability to 

completely disable any form of influence on the user's body, which guarantees safe participation in the 

digital environment in absolute neutrality mode. This mode must be activated by default for users who have 

not given explicit consent to the other. 

built-in monitoring and self-control mechanisms: systems are required to ensure registration and self-

diagnosis of the level of exposure with the possibility of automatic intensity reduction or complete 

shutdown in case of exceeding the limits of physiologically safe parameters. 

responsible firmware update: it is forbidden to implement any changes in the logic of the system 

(including updating vibration patterns, amplitude of motor force or pulse frequency) without first informing 

the user, confirming his consent and conducting a public audit. 

Each organization that manufactures or distributes such systems is legally liable for damage caused 

as a result of violation of these criteria, including in cases of unintentional damage, if it is the result of 

technical negligence or constructive thoughtlessness. 

52.4 Developers, manufacturers, suppliers and operators of digital, robotic, sensory and cyber-

physical systems that carry out or provide for interaction with the human corporeality have an increased 

responsibility for ensuring and maintaining the state of cyber-physical integrity of users. Entities are 

required to implement the following mandatory protocols and standards: 

Conducting a preliminary comprehensive risk assessment, which includes testing the technological 

architecture for the likelihood of causing physical, psycho-emotional, sensory or neurophysiological 

disturbances. Such an assessment is carried out before the implementation phase, covers both conventional 

and extreme application scenarios (including stress tests, long-term sessions, emergencies) and is subject 

to publication in the open safety register. 

Mandatory provision of clear labelling of all modes or functions that may pose a risk, including 

through the use of: 

− graphic warning signs; 

− color-coding of exposure levels; 

− auditory or vibration signals informing about a change in the level of exposure; 

− language descriptions and warnings tailored to the needs of users with visual, hearing, or cognitive 

impairments. 

Mandatory implementation of emergency mechanisms for shutting down the system, which can be 

activated by the user at any time and without explaining the reasons, including due to: 

− a physical "emergency exit" or "full shutdown button»; 

− voice command; 

− neurointerface contraction or other biosignal (e.g., heart rate, pulse, EEG pattern); 

− automatic activation when a stress response or bodily instability is detected. 
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Mandatory provision of constant monitoring of the system by the user, including a log of interactions, 

levels of influence and history of calls to security mechanisms, with the ability to individually adjust the 

thresholds of admissibility and save the history of reactions in a local encrypted environment. 

Mandatory periodic review and updates of the device or software architecture in case of: 

− mass or repeated receipt of complaints; 

− detection of negative impact patterns; 

− changes in international regulations that increase the requirements for sensory, motor or cognitive 

safety. 

An individual's right to cyber-physical integrity has an absolute priority in the system of regulation 

of the latest technologies. 
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CHAPTER 53. THE RIGHT TO CONTROL PSEUDO-IDENTITY, DIGITAL 

AVATARS AND REPRESENTATIVES 
Each person has the exclusive, inalienable and legally protected right to control the creation, 

configuration, use, modification, restriction of access, deactivation or destruction of all forms of their own 

digital pseudo-identity, which are virtual representations that directly or indirectly reproduce their 

personality, elements of appearance, voice, style of thinking, behaviour, vocabulary, manners, reactions or 

life experiences. 

An individual has the exclusive right to determine the status and legal nature of his/her digital 

representatives and avatars, including by establishing the limits of autonomy, functional purpose, time 

limits, context, scope of use, and legal personality of the respective representation. It is prohibited to use 

such representations in forms that contradict the will, values or dignity of a person. 

It is prohibited to create or use representations of a person without his/her direct, informed and 

revocable consent. Covert modelling, automatic generation, use in hidden or unauthorized contexts and 

imitation of a person that lead or may lead to distortion of his/her image, emotional manipulation, 

imposition of decisions or restriction of his/her rights are prohibited. Representations are required to 

include a digital signature of origin, authentication and parameters of the permitted use. 

Digital pseudo-personality is recognized as an object of personal non-property rights. A person has 

the right to registration, legal protection, confirmation of authorship, inheritance, revocation or prohibition 

of secondary use of representation. Violation of authorship or self-determination in a virtual environment 

entails legal responsibility determined by law. 

A person has the right to complete destruction or deactivation of his/her digital representation at 

any time. This right applies both to digital forms created by it and to those created by third parties without 

consent or in violation of the original terms. Resumption of representation after withdrawal of consent is 

prohibited without repeated permission. 

The right to control a digital pseudo-person is extraterritorial in nature and is subject to 

international protection. In case of legal conflicts or transnational use of representations, the principle of 

digital self-determination of the individual is preferred. The state is obliged to ensure the implementation 

of this right through the use of diplomatic, legal and technical instruments of international cooperation. 

53.1 Each person has the exclusive right to create, edit, use, restrict or destroy their digital avatars, 

agents, representatives, simulacracers, digital shadows, voice clones, facial replicas, virtual copies, 

holograms, as well as any other forms of personified or partially personified presence in the digital 

environment created using artificial intelligence technologies, generative models, procedural modelling, 

virtual reality or mixed platforms[389,390,391]. 

53.2 Each person has the exclusive, inalienable and legally protected right to control the creation, 

configuration, use, modification, restriction of access, deactivation or destruction of all forms of their own 

digital pseudo-identity, which are virtual representations that directly or indirectly embody their identity, 

elements of appearance, voice, style of thinking, behaviour, vocabulary, manners, reactions or life 

experiences[392]. 

Digital pseudo-personality (within the meaning of this article) includes: 

digital avatars that imitate or display a person's appearance in virtual environments; 

voice or speech copies, including synthesized speech models created from voice recordings or speech 

style; 

virtual agents, digital representatives, or chatbots that interact on behalf of a person in social 

networks, administrative services, business platforms, educational spaces, or in legal relationships; 

digital shadows used in recommendation, analysis or personalization systems and based on a person's 

behaviour patterns, preferences or history of actions; 

holograms, 3D models, avatars for Metaverses, digital reconstructions, or posthumous 

personifications created from an individual's public or private data. 

The right of control provides that none of the listed forms can be created, used or transformed: 
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without the direct, informed and predetermined consent of the person — separately for each context 

(personal, commercial, legal, educational, etc.); 

without the possibility for the individual to withdraw such consent, deactivate or completely destroy 

the corresponding avatar, copy or interaction interface; 

without a clear designation for third parties that they are an avatar or virtual agent, and not an 

individual, with the provision of authentication mechanisms and a source of control over the relevant digital 

representation; 

without ensuring the functioning of the system for logging actions, changes, updates and interactions 

carried out on behalf of a person, with the possibility of further auditing, verification, suspension or appeal 

of such actions. 

The right to control a pseudo-personality includes the prohibition of creating a representation of a 

person in a misleading, humiliating or unacceptable form, including through the use of deepfakes, synthetic 

voice technologies, stylistic or behavioural falsifications, as well as simulations in toxic or unacceptable 

contexts, including in the areas of political agitation, disinformation, discrimination, humiliation of honor 

and dignity or manipulation of the consciousness of third parties [393]. 

53.3 A person has the exclusive right to independently determine the status, functional purpose and 

legal nature of his digital representatives and avatars, in particular by: 

establishing a regime of control over behaviour, responses, appearance, style of representation, as 

well as the scope and boundaries of the permitted use of the digital image; 

prohibiting the use of her avatar, voice, or style in contexts contrary to her will, values, political, 

ethical, or religious beliefs—including satirical, parody, commercial, fictional, erotic, or violent scenarios; 

determining the form of legal personality of digital representation — whether it is exclusively visual, 

functional or communicative, as well as whether it can be endowed with delegated rights, in particular, the 

right to electronic signature, consent, participate in negotiations, trials, consultations, etc.; 

limitation of the time of representation, definition of scenarios and platforms for its application, as 

well as technical conditions for storage and distribution, including the right to "self-destruct" a digital copy 

after the expiration of a set period or the occurrence of a certain event. 

In the event of death or loss of legal capacity of a person, the right to manage his/her digital 

representations passes to a specially authorized heir (digital principal) specified in the digital will or 

according to the general procedure for inheriting digital rights. 

53.4 No digital system, regardless of its functional purpose, jurisdiction, level of autonomy or 

source of funding, has the right to create, copy, reproduce or store avatars, voice models, virtual agents, 

behavioural patterns or any other form of pseudo-identity [394] without observing the following conditions: 

obtaining a direct, conscious, specific and documented consent of a person to such actions; 

clear definition of the purposes of creation, parameters of operation, storage time limits, level of 

autonomy and control mechanisms; 

preliminary audit of ethical compliance and technical safety, ensuring that there is no harm to the 

honour, dignity, reputation or personal safety of the user during the creation or use of the representation. 

Prohibited: 

hidden (latent) modelling of personality based on indirect features (in particular, stylistic markers, 

manner of communication, thinking structures, media preferences or reactions to content), if the result is 

perceived as an image identified with a real person; 

use of pre-existing representations in a way that goes beyond the originally agreed context (e.g., the 

use of an educational avatar in commercial advertising without updating consent); 

automatic creation of personalized agents based on data from open sources (publications, social 

networks, blogs) without prior permission of the person to such a level of aggregation, processing and 

reconstruction of their digital behaviour. 

A particularly strict regime for obtaining consent for the creation of post-death personifications is 

established — digital images of deceased persons that reproduce their appearance, voice, facial expressions, 

movements or behaviour. In such cases, the creation can be carried out only if there is: 
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a person's will expressed in advance during his lifetime (digital will); 

official consent of the heirs of the first degree of kinship, subject to the principles of dignity, privacy 

and cultural sensitivity. 

Violation of this paragraph is the basis for the mandatory immediate destruction of the relevant digital 

representation and bringing the offender to responsibility provided for by law (administrative, civil or 

criminal), depending on the severity of the violation. 

In particular, the use of digital avatars, voice models or virtual (simulated) agents is prohibited in 

such cases: 

in a judicial, administrative, diplomatic or medical process without authentication, documentary 

confirmation of the person's consent and provided that the functional autonomy of representation is limited 

exclusively to an informative or advisory role, without the possibility of decision-making; 

in contexts of emotional manipulation — including advertising, political propaganda, imitation of 

emotional intimacy, or psychological influence through avatars stylized as a specific real person, if such 

interaction is imposed on third parties without their informed consent; 

in practices of automated persuasion, negotiation or withdrawal of consent, when pseudo-personality 

is used as a tool to put pressure on the expression of the user's will, in particular in the field of online sales, 

media subscriptions, financial services or administrative services. 

All digital representations created on the basis of a person's data must contain in the structure a 

"digital signature of origin" — an algorithmically embedded unique token that certifies: 

1. identity of the person who gave consent; 

2. modelling source; 

3. date of creation; 

4. type of data used; 

5. acceptable application scenarios. 

Such signatures must be available for external verification upon request, cannot be altered without 

the consent of the person, and must prevent forgery or simulation without the knowledge of the copyright 

holder of the digital representation. 

The absence of such a signature or its inaccessibility is a sufficient reason to block the relevant 

representation, limit its visibility in open systems and investigate the legitimacy of its creation. 

53.5 Every person has the right to legal recognition of his/her digital pseudo-identity as an object 

of personal non-property rights, which is endowed with a legal status that ensures his/her protection from 

unauthorized use, manipulation, forgery, misappropriation or automated creation or reproduction for 

commercial, political or manipulative purposes. 

This means that: 

any form of digital representation of a person that directly or indirectly identifies him (through 

appearance, voice, behaviour, style of thinking, emotional reactions, speech, context or cultural image) is 

recognized as an element of his personal non-property space and is subject to protection at the level of 

private law, copyright, ethical standards and the principle of digital immunity; 

a person has the right to register his/her digital avatars, voice models, virtual agents, simulated copies 

or post-mortem representations in a special register of digital identities (state or self-regulated), for the 

purpose of documenting authorship, legitimacy, scope, permitted application scenarios, as well as for the 

protection of his/her rights; 

Digital platforms engaged in the hosting, generation, transfer or commercial implementation of 

representations are obliged to ensure the technical implementation of the principle of "digital validation of 

the person" — i.e. verification of the authenticity of origin and the availability of the right to use an avatar, 

voice, virtual agent or any other object that performs a personified function; 

copying or secondary use of a person's digital representation without his/her consent (including 

partial cloning) is recognized as a violation of his/her right to digital integrity, digital dignity and 

reputational self-determination. 
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The legal status of a digital representation can be: 
a) limited (for personal use only)); 
b) delegated (with representative functions and limited communication powers); 
c) author's (with the protection of creative stylistics or emotional image); 
d) hereditary (in the case of creating a posthumous representation or memorial copies); 
e) revoked (with the right to completely cease to exist (delete) a digital representation at the request 

of a person). 
53.6 A person has the right to complete destruction or irreversible deactivation of any digital 

representation created on its basis, including by third parties, in the event of: 
withdrawal of consent to use an image, voice, style or behavioural model; 
the use of representation in a context contrary to the ethical, political, religious or personal beliefs of 

the person; 
interference with the functioning of representation by outsiders or systems, which led to its distortion, 

distortion of meaning, manipulation of emotional expression, behavioural reactions or simulation of 
decisions on behalf of the person without his participation; 

proven fact of the operation of digital representation in offline mode contrary to certain parameters 
(in particular, in cases of self-generation, functional escalation or integration into third-party systems). 

Such a right to destruction (the right to digital erasure) is exercised through: 
a person's request, submitted in digital form with authentication, to the platform that stores or 

distributes the relevant representation; 
an automated procedure for withdrawing consent, provided during the creation of a representation or 

built into the management parameters; 
decision of a supervisory or ethics body if it is proven that the continued existence of the 

representation leads to a violation of human rights, in particular the right to dignity, privacy and privacy, 
freedom of opinion or security. 

After the destruction of digital representation, any recreation, restoration or reconstruction, including 
partial, without the new consent of the person, is recognized as a significant violation of digital autonomy 
and entails civil, administrative or criminal liability. 

In the event of the death of a person, the right to initiate digital destruction or deactivation of his/her 
post-death representation belongs to: 

a) to the heir identified in the digital will; 
b) to an authorized person appointed by a court decision; 
c) next of kin, in the absence of other mechanisms determined during the person's lifetime. 
53.7 In the event that a digital representation of a person (avatar, voice model, digital agent or other 

form of pseudo-identity) is created, stored, processed or used outside the jurisdiction of the state of 
citizenship or permanent residence of a person, the provisions of international digital law and the principle 
of extraterritorial protection of personal non-property rights in the digital environment shall apply. 

This means that: 
the rights of a person to create, manage, prohibit or destroy digital representation belong to him/her 

regardless of the platform, state, technology or conditions for the creation of the relevant digital form; 
any use of representation on transnational digital platforms, including in Metaverses, blockchain 

systems, decentralized autonomous organizations and generative models with open access, is carried out in 
accordance with generally recognized principles: digital dignity, digital autonomy, informed consent, the 
right to erasure and protection against misappropriation of a person's digital identity; 

in the event of a conflict of rights recognized in different jurisdictions, preference shall be given to 
the person's right to self-determination in the digital environment, confirmed by his/her digital will recorded 
by means of an electronic signature, blockchain documentation or a registered digital manifest; 

The state provides mechanisms for international legal assistance, legal support and technical support 
for the implementation of the protection of digital rights of an individual, including the filing of 
international complaints, recognition of decisions of supervisory authorities, blocking of illegal 
representations and termination of data processing outside national jurisdiction. 

A state may initiate the conclusion of international treaties on the mutual recognition of rights to a 
digital person and its derivative forms, in the forms of an international digital passport, digital heritage, 
memorial image, cultural personification or virtual representation. 
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CHAPTER 54. RIGHT TO DIGITAL OBLIVION, DEINDEXING AND DELETION 

OF INFORMATION CREATED OR PROCESSED BY ARTIFICIAL 

INTELLIGENCE 
A legal regime for the protection of an individual from excessive, non-transparent or unreasonably 

long storage, distribution, processing, transformation or combination of information about him/her, 

created, modified or systematized by artificial intelligence systems, is established, which determines the 

grounds for exercising the right to digital oblivion, establishes procedures for deindexing and deleting 

digital content, as well as imposes obligations on operators, providers and third parties to stop the use of 

such Information. 

Every individual has an inalienable right to digital oblivion, which includes the right to request the 

termination of the storage, indexing, use, processing, distribution or creation (generation) of any 

information that directly or indirectly concerns him or her and was created, modified or systematized by 

AI systems without proper legal basis or contrary to the interests of the person. 

Information is subject to mandatory deletion, blocking or deindexing in cases where it is factually 

unreliable, distorted or incomplete, in particular due to errors of AI systems; outdated, lost public 

significance or does not correspond to the current context of a person's life; created or used in violation of 

the regimes of confidentiality, privacy, protection of personal, biometric, medical or behavioural data 

without informed consent or other legal basis; such that has become publicly disseminated as a result of 

the work of algorithms for ranking, classification, recommendations, search indexing or generative 

analysis and has caused reputational, psychological, professional, social or physical damage; such that 

contains signs of offensive, discriminatory,  stereotypical or misinformation content, including 

unauthorized deepfake images, audio and video material, digital twins, falsified avatars, false biographies 

or automatic labels. 

A digital oblivion request can include deleting information from databases, personalization 

algorithms, decision logs, archives, generation modules, search engines, and virtual assistants; blocking 

access of third parties to such information with its preservation only for justified archival or evidentiary 

purposes; termination of further distribution through digital platforms, aggregators, web services and APIs 

with the obligation to delete cached and backup copies; deindexing in external and internal search engines; 

as well as preventing the use of this information as training, test or reference materials for future 

generations of AI systems. 

AI system operators, digital service providers, database administrators and owners of algorithmic 

platforms are obliged to start verifying the request within no more than fifteen calendar days from the date 

of receipt of the request, if necessary, with the involvement of technical, legal and ethical expertise; to 

ensure full compliance with the applicant's requirements, provided that there are no legal grounds for 

further preservation of information; notify the applicant in writing about the results of the consideration or 

provide a reasoned refusal indicating the methods and procedure for appealing; document all requests and 

actions taken, including maintaining log files, audit trails, create and maintain convenient and non-

discriminatory channels for submitting requests (electronic forms, hotlines, embedded interfaces, 

specialized APIs); and refrain from transferring or using the disputed information until the final 

consideration of the request and the expiration of the appeal periods. 

In case of failure to comply with the requirements of a person, his/her right to apply to the 

Commissioner for Digital Human Rights, the relevant supervisory authority or the court in order to stop 

the processing of disputed information, stop the functioning of the system or a separate algorithm, delete 

technical traces, digital copies, transaction records and generation products, bring responsible persons to 

administrative, civil or criminal liability and compensate for material and moral damage. At the same time, 

the national digital rights authority enters information about the incident into the National Register of 

Digital Dignity Conflicts, organizes its investigation and ensures public information. 
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The provisions apply regardless of the method of creation or transformation of information, 

including if it is the result of direct generation by the AI system, the result of processing data sets or the 

result of algorithmic transformation, classification, segmentation or automated scoring. 

This section defines the mechanisms for restoring digital dignity, ensuring a person's control over 

their own information and guaranteeing their reputational security in the algorithmic information space. 

The implementation of the right to digital oblivion is recognized as a prerequisite for compliance with the 

principles of digital ethics, information self-determination and the rule of law in the digital environment. 

54.1 Any individual has an inalienable right to digital oblivion, which includes the right to request 

the termination of the storage, indexing, use, processing, distribution or creation, including by generation, 

of any information that directly or indirectly relates to them and has been created, modified, systematized 

or used using AI systems without legal basis or contrary to the interests of the person [395,396,397]. 

54.2 Any information that has at least one of the following features is subject to mandatory deletion, 

blocking or deindexing: 

is actually unreliable, distorted, incomplete, or created based on erroneous or unusable data, in 

particular if such errors arose as a result of the functioning of the AI system that generated the data, 

classified, transformed, or combined data; 

outdated, such that has lost its social significance, or does not correspond to the current context of a 

person's life; 

is created or used in violation of the regimes of confidentiality, privacy, protection of personal, 

biometric, medical or behavioural data, as well as without proper informed consent of the person or other 

legal basis determined by law; 

has become publicly disseminated because of the functioning of automated systems of ranking, 

classification, recommendations, search indexing or generative analysis of AI systems and has caused 

reputational, psychological, professional, social or physical damage to a person; 

contains signs of offensive, discriminatory, stereotyped or misinformation content, including in the 

form of unauthorized generations of images, audio, video, digital twins, falsified avatars, false biographical 

information, automatic labels or tags. 

54.3 A digital oblivion request may include one or more of the following requirements: 

deletion of relevant information from databases, personalization algorithms, logs of decision-making 

systems, archives, platforms, generation modules, search engines or virtual assistants; 

blocking access to this information by any subjects, except for the person who provided it or is its 

subject, with the possibility of storing it only for reasonable archival purposes or for evidence in court 

proceedings; 

termination of the distribution of relevant information through digital platforms, content aggregators, 

web services or API access systems with the mandatory deletion of cached and backup copies; 

deindexing of information in external search engines, as well as in internal search and 

recommendation algorithms integrated into AI systems; 

prevention of further use of restricted information, such as training data, test sets or data sources, in 

the learning process and during the generation of results by artificial intelligence systems. 

54.4 AI system operators, digital service providers, database administrators, owners and 

administrators of algorithmic platforms, as well as other entities that collect, store, process or otherwise act 

with digital information, are required to ensure: 

not later than within 15 calendar days from the date of receipt of the request for the application of 

the right to digital oblivion, the entities specified in this paragraph are obliged to: 

start checking the request with the involvement of technical, legal and ethical expertise and ensure 

its completion within the period established by law; 

ensure compliance with the applicant's requirements if there are no legal grounds for further 

preservation of information; 

notify the applicant in writing or electronically about the results of the request or provide a reasoned 

written refusal indicating the procedure and methods of appeal; 
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document all appeals and actions taken in response to them, with the preservation of event logs and 

audit records for control and verification by authorized bodies; 

create convenient, accessible and non-discriminatory mechanisms for submitting digital oblivion 

requests, including electronic forms, support services, integrated features in user interfaces and specialized 

APIs; 

refrain from transferring or using the relevant information until the completion of the procedure for 

considering the request and the expiration of the terms of appeal established by law. 

54.5 In case of failure to comply with the requirements of a person regarding the exercise of his/her 

right to digital oblivion, such a person has the right to apply to the Commissioner for Digital Rights, the 

relevant supervisory authority or to the court with demands for: 

termination of processing of information about which a dispute has arisen or a request for digital 

oblivion has been submitted; 

temporary suspension of the functioning of the system or a separate algorithmic module; 

removal of technical traces, deletion of digital copies, transaction records and generation products; 

bringing responsible persons to civil, administrative or criminal liability; 

compensation for material (property) and moral (non-property) damage. 

The National Authorized Body for Digital Rights enters information about such an incident into the 

National Register of Digital Dignity Conflicts and ensures its investigation, proper public information and 

legal support. 

54.6 The provisions of this article apply regardless of whether the relevant information was created 

as a result of generation by the AI system, formed because of processing data sets (arrays) or transformed 

as a result of algorithmic processing, classification, segmentation or algorithmic evaluation (scoring). 

54.7 The provisions of this article are a means restoration of a person's digital dignity, a guarantee 

of control over personal information and ensuring its reputational security and protection from 

encroachments on it in the conditions of algorithmic information space.  
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CHAPTER 55. THE PRINCIPLE OF RESPECT FOR CULTURAL AND 

LINGUISTIC IDENTITY 
A legal regime for the protection of cultural, linguistic, religious and regional identity of an 

individual in the process of its interaction with artificial intelligence systems is established. It is prohibited 

to use algorithms in a way that leads to the imposition of cultural stereotypes, behavioural patterns, 

consumer patterns and ideological guidelines that contradict the right of a person to preserve his or her 

national, ethnic, linguistic or religious identity. 

Entities that develop, provide or operate artificial intelligence systems on the territory of the State 

are obliged to provide support for Ukrainian as the state language in all interfaces, messages, reference 

materials and feedback channels. Within the limits of technical feasibility, support is also provided for the 

languages of national minorities and language communities living in the respective territory. 

It is prohibited to imitate accents, language constructions, humorous stylizations and cultural 

features in a way that humiliates national dignity, forms hostile stereotypes or leads to discrimination based 

on language, origin or religion. Such content is subject to immediate deletion, and, if necessary, withdrawal 

from circulation by the authorized body. Algorithmic settings are subject to immediate correction, 

considering the principle of non-discrimination 

Generative model providers and operators are required to implement cultural sensitivity mechanisms 

and bias testing procedures; Provide warnings and labels for content with potential signs of humiliation or 

stereotyping; create mechanisms for free appeals and ensure prompt correction or deletion of generation 

results. 

In the field of education, media and administrative services, the creation and functioning of a 

multilingual environment that ensures equal access is guaranteed. It is prohibited to reduce the quality of 

functionality, accuracy of translation, availability of reference materials or speed of processing requests 

based on the language of request. Accessible alternatives should be provided for persons who use national 

minority languages, sign language and other means of communication. 

A person has the right to respect for their cultural identity in the process of interaction with AI 

systems and the right to file a complaint about cases of humiliation, stereotyping or language 

discrimination. Operators of AI systems and digital platforms are obliged to provide accessible channels 

for filing complaints and provide a reasoned written or electronic response indicating the measures taken 

within a specified period. 

55.1 All digital information systems and artificial intelligence systems operating on the territory of 

the State are obliged to: 

to provide support for the Ukrainian language and, in cases provided for by law, the languages of 

national minorities; 

refrain from imitating accents, language constructions or using language forms in a humiliating or 

discriminatory way that violates national dignity; 

to apply mechanisms for ensuring cultural sensitivity in generative models. 

55.2 In the field of education, media and administrative services, the creation and maintenance of 

a multilingual environment is ensured, which guarantees equal access to all users. 
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CHAPTER 56. THE PRINCIPLE OF ALGORITHMIC DIGNITY OF WORK 
The principle of the algorithmic dignity of labour of a public law nature is established: the 

introduction and use of artificial intelligence systems in the field of labour relations is allowed only for the 

purposes defined by law  and under the following conditions: necessity and proportionality; data 

minimization; transparency of the logic of decisions; ensuring effective human supervision; with 

unconditional respect for the dignity, privacy and autonomy of the employee, equality opportunities and 

non-discrimination. 

This principle applies to all forms of employment, as well as to related procedures: hiring, civil 

service, platform and gig work, remote and home-based work, freelancing and other civil law relations 

with signs of dependent work, internships and apprenticeships. In particular, the principle applies at the 

stages of recruitment, pre-selection, profiling, evaluation and certification, shift planning and performance 

management, including in cross-border digital environments. 

Automated dismissal, account deactivation, reduction of access or pay, other disciplinary measures,  

or withholding of payments without human review and motivated written notification are prohibited; total 

or excessive monitoring, including biometric and so-called "emotional" monitoring, if it not expressly 

provided for by law and is not strictly necessary; algorithmic scoring, which is discriminatory or non-

transparent, including using direct, indirect or proxy features; so-called "jurisdictional shopping" in order 

to circumvent labour guarantees; unjustified geolocation surveillance outside of working hours; the use of 

manipulative gamification mechanics and so-called "dark patterns"; as well as algorithmic obstruction of 

the exercise of trade union rights and collective action. 

Algorithmic labour management is allowed only if there is a goal defined by law, proven necessity 

and proportionality; ensuring transparency of decision-making logic with clear explanations of relevant 

factors; minimizing  the amount of data and restricting access to it according to the principle of "need to 

know"; effective human supervision with the right to preventive intervention, suspension or cancellation of 

decisions; availability of a mechanism for prompt appeal with mandatory fixation in event logs; 

determination of data storage periods  and procedures for their deletion or anonymization. 

The employer (customer) and the supplier of AI systems are obliged  to conduct an algorithmic Labor 

Impact Assessment (AIA Labour) before putting the system  into operation, which should include a 

description of the objectives and legal bases, characteristics of data and flows, analysis of risks and 

mitigation measures,  results of quality and fairness tests, human oversight, appeals and incident 

management plans. They are required to ensure that employees or their representatives are consulted, to 

publish a public summary of the evaluation results without disclosing trade secrets, as well as to carry out 

event logging,  preservation of evidentiary information and version control throughout the life cycle of the 

system. 

The employer (customer) is obliged to ensure  that the employee or candidate is informed before the 

start of data processing: the employee (candidate) is informed of  the purpose and legal basis, processes 

and limits of autonomy, sources and categories of data, their storage periods, quality and fairness 

indicators (if any), contact of the responsible person, appeal procedures and the procedure for suspending  

the execution of disputed decisions. This information is reflected in internal policies, collective agreements 

and vacancy conditions, and significant changes are notified in advance, but no later than within a 

reasonable time before their application. 

The employee is guaranteed the right to receive a meaningful explanation of the logic of an 

automated decision with a significant impact within a reasonable time, but no later than within 72 hours 

from the date of submission  of the request; to a real human review of such a decision with its automatic 

suspension, defined terms of consideration and access to data and logs; to access their own data, profiles 

and logs (logs), to obtain their copies, to correct inaccuracies, restrict or delete them in cases determined 

by law; refusal of biometric or emotional monitoring without negative consequences; as well as protection 

from repressive measures, with the presumption of their presence in case of any negative actions of the 

employer within six months after filing a complaint or carrying out collective activity. 
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The "Bring Your Own Device" (BYOD) and geolocation monitoring  policy does not apply by default; 

exceptions are allowed only under conditions of proven official necessity and conducting an algorithmic 

assessment of the impact on labour (AIA Labour), provided that a service device is provided or an isolated 

corporate profile is used, with a ban on access to private data,   mandatory disabling of geolocation 

monitoring (tracking) outside  the borders working hours and full logging of all data accesses. An 

employee's consent to monitor a private device is not recognized as an independent legal basis. 

Special guarantees are established for platform and gig work: account deactivation  or reduction  of 

the  level of prioritization are not allowed automatically and are possible only after a real human review 

and a motivated notification to the employee, with the right to appeal and automatic suspension of the 

execution of the disputed decision;  rating, dynamic pricing, and routing algorithms should be transparent, 

explainable, and verifiable; Hidden sanctions ("shadow fines") and  the use of discriminatory parameters 

are prohibited; transparency of payment terms, timeliness of payments, minimum guarantees of income, 

compensation in case of cancellation of an order through no fault of the employee, payment of tips in full 

and proper timely settlements are ensured. 

Regular testing of AI systems for bias, detection of failures and false positives using representative 

samples and agreed fairness metrics  is provided, mandatory documentation of the reasons for deviations 

and corrective actions taken, revalidation after each significant change in algorithms or data,  independent 

audits for high-risk applications and version logging with  the publication of a summary of changes in an 

accessible form for employees. 

In the event of a conflict between the use of innovative technologies and human rights, unconditional 

preference is given to the rights and freedoms of the employee, as well as public safety; any practices that 

violate this principle are recognized as null and void and entail the mandatory termination  of the operation 

of the relevant algorithmic mechanisms, the restoration of the employee's position,  compensation for the 

damage caused by the damage and application of liability established by law. 

56.1 Administrative and legal consolidation of the principle. 

1. The principle of algorithmic dignity of labour is a public law principle according to which the 

regulation and application of artificial intelligence systems in the field of labour relations is carried out 

exclusively in compliance with human rights and freedoms, namely: 

ensuring respect for the human dignity, privacy and autonomy of the employee, equality of 

opportunity, non-discrimination, occupational safety, health care and fair transparent remuneration; 

to prevent automated operation, deterioration of working conditions and disproportionate or full 

supervision, including biometric and emotional monitoring, except when such application is strictly 

necessary and expressly provided for by law; 

to use AI systems only to achieve the goals defined by law on the basis of the principles of necessity, 

proportionality and minimization of data; 

to ensure the transparency of algorithmic decisions and their logic, their traceability, as well as the 

employee's right to receive an understandable and meaningful explanation; 

guarantee  mandatory human review of decisions with significant impact by a competent individual 

and provide effective mechanisms for appeal and appeal, with mandatory automatic suspension of the 

execution of such decisions until their final review; 

provide for regular testing for bias, as well as for compliance  with quality and safety requirements; 

ensure documentation of changes in algorithmic models and logging of events with ensuring evidence; 

conduct independent audits for high-risk applications; 

ensure that the employee or candidate is informed about the use of AI systems in the decision-making 

process that affects his labour rights; 

guarantee the right of an employee or candidate to access his/her own data, as well as to rectify or 

delete it in accordance with the law; 

extend this principle to all forms of employment, including platform and gig work, remote work, 

public service and other types of employment provided for by law. 
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In the event of a conflict between the use of artificial intelligence systems or other digital 

technologies and human rights, the rights and freedoms of the employee and public safety have an 

unconditional priority. 

2. Algorithmic management of labour activity can be applied only if: 

the legitimate purpose is determined and the necessity and proportionality of data processing is 

proved; 

data minimization and restriction of purposes and accesses on a need-to-know basis; 

transparency of decision-making logic, including the right to receive an understandable and 

meaningful explanation of relevant factors; 

effective human supervision is established with the right to preventive intervention and suspend or 

cancel an automated decision; 

the functioning of the mechanisms of operational appeal and reconsideration with mandatory fixation 

in the event logs was ensured; 

technical and organizational safeguards against bias,  false  positives and abuses (testing, auditing, 

version control) have been implemented; 

determines the storage periods, the procedure for deleting or anonymizing data and prohibits their 

secondary incompatible use; 

The use of biometric or emotional monitoring is prohibited, except in cases expressly provided for 

by law and strictly necessary to ensure security. 

3. This principle applies to all forms of employment and related procedures, in particular: 

1) hired labour; 

2) civil service; 

3) military service; 

4) platform (gig-) work, including activities through digital platforms; 

5) remote and home-based work; 

6) freelancing and other civil law relations that have signs of dependent labour; 

7) internships, apprenticeships and other forms of personnel training using algorithmic tools. 

Within the framework of the principle, personnel processes are also regulated: 

- Selection and pre-selection of personnel; 

- Profiling and suitability analysis; 

- Algorithmic assessment and attestation; 

- Work Shift Planning; 

- Productivity management; 

- Labor monitoring and control; 

- Procedures for reorganization of labour relations and dismissal. 

56.2 Scope and definition. 

The article applies to employers, customers of works (services), suppliers and integrators of  AI 

systems, operators of digital platforms, as well as other persons who implement or operate AI in labour 

processes on the territory  of the State or in relation to employees and candidates whose work is organized 

from the State, including in cross-border digital environments (meta environments). 

Algorithmic management is the use of AI systems or other automated systems for scheduling work 

shifts, assigning tasks, monitoring productivity, conducting assessments, applying incentives and sanctions, 

as well as suspending or terminating employment relationships or restricting access to a digital platform. 

Automated decision with a significant impact is any decision made without the participation of a 

person or with his/her nominal participation, which significantly affects the rights, obligations or 

opportunities of an employee or candidate,  

Regarding hiring or refusal of hire, determining the terms of payment, setting work schedules, 

providing access to bonuses, transfers, disciplinary measures, dismissal or deactivation of the account. 

56.3 Prohibited practices. 

The following practices are prohibited: 
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1. Automated dismissal, suspension or suspension from work, deactivation or "freezing" of an 

account, reduction of access level, reduction of pay or working hours, as well as other disciplinary sanctions 

or negative personnel actions taken in a fully or predominantly automated manner, if such a decision is 

made without: 

- real (substantive) human viewing;  

- identified responsible official and his motivated signature;  

- preliminary written or electronic notification of the employee with an explanation of the logic of 

the decision, a list of data and evidence used, determination of the terms and procedure of appeal;  

- fixing and storing event logs and case materials for at least twelve months. 

Until the review is completed, the execution of such an automated decision shall be suspended, except 

in cases where there is a direct threat to security or there is a violation of the law. 

2. Total or excessive monitoring of an employee's behaviour, emotions, psychophysiological 

indicators or microactivity ("bossware"), including constant audio and video surveillance, keylogging, 

analysis of facial expressions, tone of voice, gaze, heart rate or stress levels, unless such monitoring is 

required by law and is not strictly necessary and proportionate. 

3. Use of biometric identification and "emotion recognition" technologies to evaluate employee 

performance, trustworthiness, or loyalty . 

4. Discriminatory or opaque algorithmic scoring candidates or employees, in particular, with the use 

of direct or indirect features and proxy variables (place of residence or postal code, school or university, 

Socioeconomic profile of the district, accessibility schedule, language or accent features, citizenship, age, 

disability, marital status or paternity, union membership, religious or political beliefs, biometric or external 

characteristics, etc.) that cause or may cause direct or indirect discrimination. 

The use of "black boxes" without proper explanation and documented bias tests  is prohibited; at the 

same time, the burden of proving the non-discriminatory nature of algorithmic scoring rests with the 

employer or supplier. 

 Evaluation of employees using algorithmic tools should be based solely on relevant and lawfully 

collected data and clearly defined working criteria. In case of statistically significant deviations, the 

employer is obliged  to immediately take corrective measures and notify employees or their representatives 

about them. 

5. "Jurisdictional shopping" and covert deployment of  AI systems in order to circumvent labour 

guarantees — i.e. intentionally selecting or moving the base jurisdiction, place of registration, hosting or 

actual operation, use of affiliates, subprocessors or proxy infrastructures (including abroad) without proper 

notification of employees and the supervisory authority, without conducting an AI Labor Impact 

Assessment (AIA Labour) and without complying with  the requirements established by law— if it results 

in the avoidance of labor legislation, collective agreements, tax and social obligations, trade union rights or 

inspection control, are considered null and void for the purposes of the legitimacy of algorithmic control.  

Such actions entail: 

the obligation to immediately terminate the operation of the system; 

restoration of violated rights of employees; 

joint and several liability of the actual beneficiary and the persons involved; 

imposition of fines and orders; 

suspend or revoke system admission. 

6. Unjustified or persistent geolocation tracking of an employee outside of working hours, including 

remote access to location data, Wi-Fi/Bluetooth scans, geofencing, and other location identifiers. It is not 

allowed to require the installation of any means of total monitoring on the employee's private devices 

(MDM/spyware, keyloggers, activity trackers, audio or video recording tools), except as expressly provided 

for by law and only under conditions of strict necessity and proportionality. If monitoring is necessary, the 

employer is obliged to provide a service device with separate data profiles or a secure container, as well as 

clearly defined policies, access and disabling tracking policies outside of working hours. The employee's 

"consent" to the installation of such facilities on a private device is not considered freely granted and cannot 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

187 
 

be a legal basis for data processing. The temporary application of geolocation is allowed only during 

business hours and solely for security or logistics purposes — within defined geofences, with mandatory 

logging of access and minimum data retention periods . 

7. Automated write-off, withholding, or other negative adjustment of wages, rewards, bonuses, tips, 

or other benefits, as well as automated accrual of fines or penalties, if such a decision is made: 

without prior written or electronic notification of the employee with an explanation of the grounds, 

calculation methods and data sources; 

without real (substantive) human review and a motivated signature of the responsible official; 

without granting the employee the right to prompt appeal and a reasonable period for filing 

objections; 

without recording in the event logs and keeping the full package of evidence materials for at least 

twelve months; 

if, as a result of such write-off, payments are reduced below the minimum guaranteed level or the 

rules of taxation or social contributions are violated; 

with immediate execution until the review is completed, except in cases of an obvious technical error 

of double payment, when a temporary blocking of the surplus is allowed with mandatory notification of the 

employee. 

Unlawfully withheld amounts are subject to immediate return with interest accrual (in the amount of 

the NBU discount rate, unless otherwise provided  by the agreement or the law) and compensation for the 

damage caused. 

8. Manipulative gamification and nudging mechanics, including temporal stimuli, tempo counters, 

forced ratings or badges, hidden KPIs, "dark patterns" of the interface, dynamic thresholds or quotas, or 

"achievement" systems that encourage exceeding safe work intensity, ignoring breaks, reducing rest, or 

refusing  to use safety equipment.  

Separately prohibited: 

- tying such mechanics to payment, fines or admission to changes;  

- Turn off rest reminders; 

- ignoring established medical and hygienic standards and indicators of fatigue. 

Only voluntary, opt-out, and penal-free forms of gamification are allowed, which are accompanied by: 

- limitation of the duration of working sessions; 

- mandatory pauses; 

- overload warnings; 

- supervision of the responsible labor protection officer. 

9. Circumvention or undermining of the rights of trade unions, workers' councils, collective 

representation or ethical regulation initiatives, in particular: 

- using  AI systems to identify or profile trade union activists or their supporters; 

- monitoring or intercepting communications in order to obstruct the organization; 

- Algorithmic change distribution, routing, or ratings that create a chilling effect on union 

membership or participation in collective action; 

- manipulation of access to orders, tariffs or bonuses depending on participation in trade union 

events; 

- interference in the election of representatives, negotiation procedures or strikes; 

- forced individualization of labour relations, including fictitious requalification to the status of 

"self-employed" or individual entrepreneurs (FOP) to avoid collective rights; 

- restriction of representatives' access to necessary information, including models, policies and 

decision logs, refusal of consultations or their unreasonable postponement, which deprives such 

consultations of effectiveness. 

Such practices entail   the nullity of the relevant decisions, the obligation to immediately restore the 

situation, the prohibition of re-acting, administrative responsibility, and in case of their systemic nature, the  

suspension of the operation of the relevant algorithmic mechanisms. 
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56.4 Obligations of the employer, customer of works (services) and supplier of AI systems. 

1. Conducting an algorithmic Labour Impact Assessment (AIA Labour) prior to the implementation 

of the system, which should include at least: 

a) determination of the purposes of data processing and expected results, description of scenarios 

for using  the system and the limits of its autonomy; 

b) legal bases and compliance with labour, data protection and trade union laws; 

c) description of the subjects and their roles (employer, supplier, operator, responsible official) with 

the definition of areas of control; 

d) categories, sources, volumes and data flows, including data of third parties and cross-border 

transfers, their storage periods and methods of minimization or anonymization; 

e) risk profiles for the employee's rights (including discriminatory, security, psychosocial), risk 

matrix and mitigation measures; 

f) quality and reliability tests, failure and false alarm detection mechanisms, and fault tolerance 

strategies; 

g) Methods for detecting and eliminating bias (fairness tests, proxy control), as well as target metrics 

and tolerance thresholds; 

h) a plan of human oversight and intervention, including the right to suspend or cancel decisions; 

i) appeal procedures, terms of their implementation, levels of service obligations (SLAs) and 

mechanisms for suspending the execution of disputed decisions; 

j) logging of events, ensuring evidence and determining the terms of storage of logs; 

k) update plans and  version control, as well as criteria  for  re-AIA Labour in the event of significant 

changes; 

l) Incident Response Plan (IRP), setting RTO/RPO parameters and identifying contact points for 

24/7 support; 

m) the results of consultations with employees and their representatives, as well as  the comments 

received; 

n) assessment of the residual risk and decision on its acceptability , indicating the responsible person 

and the date of review; 

o) public resume for employees in an accessible form, without disclosure of trade secrets; 

p) conditions for integration with digital environments (Metaverse) and compliance with their codes; 

q) in case of high risk — notification and submission of an algorithmic assessment of the impact on 

labour (AIA Labour) to the supervisory authority in accordance with the established procedure; AIA Labour 

is drawn up in writing, approved by the head of the employer or platform and kept throughout the entire 

period of operation of the  system and at least twelve months after its decommissioning. 

2. The involvement of employees and their representatives in preliminary consultations is mandatory 

and is carried out before the start  of operation of the AI system and includes: 

a) timely written notification of the intention to implement  the system, its purpose, expected impact 

and deadlines; 

b) conducting at least two rounds of consultations with the possibility of submitting written 

comments; 

c) provision of consolidated results of AIA Labour (without disclosure of trade secrets) and risk 

matrix in an accessible form; 

d) familiarization with the risk mitigation plan indicating responsible persons, deadlines and key 

performance indicators (KPIs); 

e) discussion of alternatives and compensatory measures (training, retraining, adaptation of 

schedules, additional safety tools); 

f) recording the course of consultations in the protocols indicating the received proposals and 

motivated answers of the employer; 

g) ensuring access of employee  representatives to the necessary technical and organizational 

information, test logs and draft policies; 
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h) providing employees and their representatives with a reasonable period, but not less than fourteen 

days, to analyse documents and prepare a position; 

i) the possibility of engaging independent experts on labour and data protection; 

j) ensuring the publication of a consolidated summary of results for all employees. 

Failure to comply  with the requirements for consultations and disclosure of certain information 

entails the suspension of the implementation of the system and is the basis for  issuing an order by the 

supervisory authority, bringing to administrative responsibility and recognizing the relevant decisions as 

null and void. 

3. Providing a real (substantive) human review of all automated decisions with a significant impact, 

implying  at least: 

a) appointing a responsible official (Human in Charge) with the authority to suspend or cancel 

decisions and personal responsibility for signing them; 

b) providing that person with full and unhindered access to data, event logs, models, and applied 

criteria; 

c) checking the legality and proper relevance of the data used, as well as assessing their bias and 

proportionality; 

d) mandatory recording of the motives, time and results of any intervention in the case carried out 

by the responsible person, with the reflection of a reasoned decision in the protocol or electronic log of 

events; 

e) preservation of review materials (protocols, motivated decisions) and event logs (logs) for a 

period of at least twelve months from the date of completion of the review, with the provision of proper 

protection and the possibility of further audit; 

f) compliance with the specified terms of consideration fixed by legislation or internal regulations, 

as well as the agreed indicators of the level of service (Service Level Agreement, SLA), with the provision 

of urgent consideration in cases where there is a risk of significant harm to the rights, freedoms or legitimate 

interests of a person, society or the state; 

g) prevention of direct or potential conflicts of interest  of persons carrying out the review, as well 

as  the introduction of mechanisms for rotation or duplication of control over critical decisions that have a 

significant legal or social impact; 

h) mandatory informing the person in respect of whom  the decision was made about its content and 

the means of appeal provided for by law. Until the completion of the human review, the execution of the 

disputed automated decision shall be suspended, except in cases requiring immediate intervention for 

security reasons or to prevent violation of the law. 

4. The data is processed only to the extent necessary for a specifically defined and documented 

purpose. The use of private communications, including personal messengers, e-mail, VoIP and private 

chats, is prohibited, personal social media accounts and content from social media accounts, as well as data 

from  personal devices of family members or other third parties — without  a separate clear legal basis, 

without prior notification to the data subject, as well as without conducting an Employee Rights Impact 

Assessment (AIA Labour) and a Data Protection Impact Assessment (DPIA). Minimum retention periods 

and deletion or anonymization policies are set (typically — no longer than necessary to achieve the purpose 

and terms of appeal or inspection). Access to data is provided on a need-to-know basis and with   a 

mandatory access log. Secondary use of data that is incompatible with the original purpose of collecting, 

creating hidden profiles and combining them with data from open sources or brokers without proper legal 

basis is prohibited. The use of special categories of personal data (including biometric and emotional state 

data) for work purposes is allowed only in cases expressly provided for by law, with   the use of enhanced 

technical and organizational safeguards. 

5. Regular, systematic and documented testing for bias, failures and false positives is carried out 

both at the implementation stage and throughout the life cycle of the system and includes at least: 
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periodic fairness tests using representative control samples and equality metrics, in particular 

Statistical Parity Difference (SP/D), Disparate Impact (DI), Equal Opportunity / Equalized Odds (EO/EP), 

calibration, etc., with the definition of thresholds for acceptable deviations; 

a) Fault tolerance testing and failure detection, in particular through stress, fuzz and chaos testing, 

as well as assessing the proportion of false positives and false negatives and their impact on employee 

rights; 

b) documenting the causal factors of deviations and plans  for their correction; 

c) mandatory revalidation after each significant change in data, model or its hyperparameters 

throughout the entire life cycle of the system; 

d) for high-risk systems — independent verification or audit. Model Risk Management (MRM) is 

carried out according to the approved Model Risk Management (MRM) procedure, which includes: impact 

analysis, controlled version change; A/B or "canary" deployments; possibility of operational rollback; 

updating of supporting documentation. Public (internal) release notes are kept, indicating the date, 

responsible person, description of the changes and reasons, expected effect on accuracy, fairness and safety, 

results of repeated tests and the decision on admission. 

6. BYOD Policy (Bring Your Own Device) and geolocation: By default, a ban is set. Exceptions are 

only allowed in cases of strict professional necessity and after conducting AIA Labour (Employee Rights 

Impact Assessment) and DPIA (Data Protection Impact Assessment), with the manager's written 

justification and the approval of the employees' representatives.  Mandatory technical restrictions are 

provided: 

a) provision of a service device or isolated corporate profile or container with  MDM (Mobile Device 

Management) management, which is carried out without access to the user's private data; 

b) prohibition of access to microphone, camera, keylogging (keystroke logging) and geolocation 

outside of working hours; 

c) the use of geolocation is allowed only during working hours in certain geofences, with mandatory 

logging of accesses and limitation of storage periods to the minimum necessary; 

d) the employee has the right to refuse to use their own devices (BYOD, opt out) without any 

negative consequences; 

e) copying, indexing, or backing  up private content and metadata is prohibited; 

f) periodic review of the granted permit is carried out at least once every 6 months, and its validity 

period is no more than 12 months; 

g) a clearly stated requirement to immediately disable tracking and delete the corporate profile after 

the end of working hours or dismissal; 

h) provides for the maintenance of a register of issued permits indicating the details, including the 

grounds, deadlines and responsible persons. The employee's consent to the use of his/her own devices 

(BYOD) or geolocation is not an independent legal basis and cannot replace the established requirements 

of this paragraph. 

7. Logs of events and decisions  taken are kept with the provision of their evidence. The storage 

period of such logs is at least 12 months, and in case of a dispute or inspection — until their final completion. 

8.  A multi-channel operational appeal is provided within the defined SLA (Service Level 

Agreement) and automatic suspension of the execution of the disputed automated decision in cases of risk 

of significant damage to the rights or legitimate interests of the employee, which includes at least: 

a) the following submission channels are provided: personal account and internal portal, e-mail, 

telephone hotline, written offline application; 

b) the application is registered with the assignment  of a unique number to it and immediate 

confirmation  of its receipt; 

c) the procedure is free of charge for the employee, who has the right to access all materials, data 

and event logs on which the relevant decision is based; 

d) the terms of consideration of appeals are determined as follows: critical cases (dismissal, 

deactivation, withholding of payments or security risks) are considered within no more than 24 hours; other 
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cases — within no more than three working days, with the possibility of extension for up to three days, 

provided that the employee is provided with a reasoned notice; 

e) the suspension of the execution of the decision shall remain in force until the completion of its 

review, except  in urgent cases related  to an immediate  threat to security or with a detected violation of 

the law; in such cases, the least onerous temporary measures are applied; 

f) you may not modify or delete relevant data, logs, or model settings that may affect the viewing 

result; 

g) escalation to the responsible official or independent reviewer is ensured, as well as the possibility 

of external appeal to the labour inspectorate or the court in case of violation of the established deadlines 

(SLA); 

h) together with the decision, the employee is provided with a reasoned written opinion, instructions 

for further appeal, and if the complaint is satisfied, a decision to restore his/her rights or payments. 

56.5 Rights of the employee and the candidate. 

Each person (employee or candidate) has the right to: 

1. Be informed, in advance, understandably and in writing (including electronically)  about the use 

of AI systems in the processes of selection, planning, evaluation, remuneration and disciplinary procedures, 

as well as about their autonomy. Such notification is provided before the start of data  processing or 

decision-making and must contain at least: 

a) the purpose and legal basis for the use of the AI system; 

b) a list of automated decisions that have a significant impact on the rights, obligations or position 

of a person (employee or candidate); 

c) sources of origin, categories and volumes of data, as well as their storage periods; 

d) the limits of the autonomy of  the AI system, the presence of human supervision and the contact 

details of the responsible official; 

e) key factors (signs) that can influence the decision, indicating their weight (if possible) or with a 

description of the logic of decision-making; 

f) appeal procedures, terms  of its consideration and the procedure for suspending the execution of 

disputed decisions; 

g) links to internal model policies and registers, as well as the  date and version of the model; 

h) information on the assessment of algorithmic impact in the world of work (AIA Labour), the main 

identified risks and measures to mitigate them; 

i) ensuring the language and format accessibility of information (plain language, adapted formats 

for persons with disabilities). The employer or the platform is obliged to notify about significant changes  

no later than 14 days before the date of their entry into force, except in cases of urgent corrections  due to 

the need to ensure security. 

2. Get a meaningful explanation of the logic of automated decision-making, which should include: 

a) the role of the AI system and the limits of its autonomy; 

b) a list of key factors (signs) indicating their relative weight, threshold values and impact on the 

result; 

c) sources and categories of data, dates  of their collection or update, legal basis for processing and 

retention periods; 

d) model version and date, applied business rules and post-processing procedures; 

e) quality metrics (accuracy, FPR/FNR), level of uncertainty or confidence, and relevant fairness 

metrics; 

f) description of possible alternative solutions and less burdensome options for the employee; 

g) contact details of the responsible official and appeal procedures; 

h) providing a copy of the data used and extracts from the decision logs (within the limits of the law) 

in a machine-readable format; 
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i) in the case of restrictions related to  trade secrets — providing an explanation of equivalent content 

sufficient for effective appeal; the period for providing information — within a reasonable time, but not 

more than 72 hours from the moment of the request. 

3. Require a real (substantive) human review of any automated decision with a significant impact, 

as well as a prompt appeal involving: 

a) automatic suspension of the execution of the disputed decision until the completion of its review, 

except for cases when it is associated with a direct threat to security or the need to comply with the 

requirements of the law; 

b) terms of consideration: in critical cases — no more than 24 hours, in other cases — no more than 

three working days; 

c) the right to have a representative (including a trade union representative or lawyer) and to submit 

additional evidence and explanations; 

d) the right of access to the used data, logs and criteria or model rules — within the limits of the law; 

e) obtaining a reasoned written decision with instructions for further appeal (administrative or 

judicial) and ensuring the restoration of rights and payments if it is satisfied; 

f) prevent you from modifying or deleting relevant data, logs, or model settings while browsing. 

g) fixing all procedural actions in event logs. 

4. The right to access your own data, profiles, and related materials, including: 

a) initial data, signs and indicators used during the assessment or screening; 

b) logs (audit trail) of automated solutions and versions of applied models or rules; 

c) the history of changes in productivity indicators and methods for their calculation; 

d) logs of access to his data; 

e) list of recipients and facts of data transfer, as well as the terms of their storage — with the 

provision of: 

- provision of information in an understandable form and machine-readable format, free of charge, 

within a reasonable time, but no later than 30 days from the date of the request (shortened period — no 

more than 72 hours for decisions with a significant impact); 

- the ability to obtain copies and extracts; 

- the right to request the correction of inaccuracies, additions, restriction of processing or deletion in 

cases provided for by law; 

- providing, in case of refusal, a reasoned explanation and specifying the procedure for appealing; 

- application of restrictions or revisions for reasons of trade secret only to the extent necessary for 

its protection, which cannot prevent effective appeal. 

5. The right to opt out of biometric or emotional monitoring , including: 

a) recognition of face, fingerprints, iris, voice, gait or posture, facial expressions and analysis of 

emotions or stress levels - without any negative consequences for individuals; 

b) exceptions are only possible in cases where it is expressly established by law and proven to be 

strictly necessary and proportionate for occupational safety or health, with the conduct of an algorithmic 

impact assessment in the world of work (AIA Labour) and an impact assessment on data protection, as well 

as with the implementation of non-biometric alternatives (badges, PINs, tokens) by default; 

c) covert or continuous biometric or emotional monitoring, as well as its use outside working hours 

or in recreation areas or sanitary facilities, is prohibited; 

d) Any processing of biometric data requires a separate clear legal basis, minimization of the volume 

and terms, local processing (where possible), logging of accesses, prior and visible notification of the person 

and provision of understandable information. 

6. Not to be subjected to any form of repression for exercising their rights, filing complaints, 

participating in trade union activities or collective actions, as well as for cooperating with supervisory 

authorities — in particular: 

a) any direct or indirect negative actions, including fully or partially automated, in particular: 

dismissal, suspension, deactivation or "freezing" of the account, downgrading or access to changes or 
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orders, deterioration of the schedule or working conditions, refusal to promote or train, deprivation of 

bonuses or tips, application of algorithmic penalties or adjustments, inclusion in the "black lists", as well 

as any form of pressure, mobbing or excessive supervision; 

b) a presumption of repression is established in respect of any such actions committed within six 

months from the filing of a complaint or appeal or from participation in collective actions; 

c) the burden of proving the absence of a causal link rests with the employer or the platform; 

d) the confidentiality of the person who filed the complaint, as well as witnesses and representatives, 

is guaranteed, and their tracking for the purpose of identification is prohibited; 

e) In the event of a violation, immediate restoration of the situation (reinstatement), compensation 

for material and non-property damage with the accrual of interest and the application of administrative 

liability measures are guaranteed, and in case of systemic violations, the suspension of the operation of the 

relevant algorithmic mechanisms. 

56.6 Transparency and Messaging. 

1. Before the start of the use of AI systems, the employer or platform is obliged to provide employees 

and their representatives with a written or electronic notification no later than fourteen calendar days before 

the launch (except for urgent security-related fixes). The notice must be in plain language, also accessible 

to persons with disabilities, and contain at least such information: 

a) purpose of application and legal basis; 

b) a list of processes and categories of automated solutions, as well as the limits of the system's 

autonomy; 

c) sources, categories and volumes of data, as well as how to obtain them; 

d) storage periods, place and conditions of data processing or transfer, including cross-border ones; 

e) Model or policy version and date , quality and fairness metrics (if available), and upgrade plans 

f) contact details of the responsible official (Human in Charge) and channels of appeal; 

g) appeal procedures, terms of its consideration and the rule for suspending the execution of disputed 

decisions; 

h) a link to AIA Labour's consolidated summary, internal policies and the register of models; 

i) description of cybersecurity, data protection measures and their minimization; 

j) terms of use of BYOD and geolocation (if any), as well as types of monitoring; 

k) The procedure and frequency of updating the message. 

The notification is brought to the attention of employees individually (through a personal account, e-

mail or paper delivery) with the obligatory recording of the fact and time of familiarization; for candidates 

— before submitting data or participating in the assessment. 

2. Information on the use of AI systems is necessarily displayed in the: 

a) internal policies (code of conduct, privacy policy, algorithmic labor management policy); 

b) collective agreements and local regulations; 

c) job postings and job descriptions. 

These documents must contain at least: 

purpose and legal basis for the use of  AI systems; 

− list of processes and decisions with a significant impact; 

− types and sources of data, as well as their storage periods; 

− limits of autonomy of AI systems and the procedure for human supervision; 

− link to AIA Labour's summary summary and data protection policy. 

56.7 Features of platform (gig-) work. 

1. No deactivation, downgrading or prioritization, "freezing" access to orders, changing tariffs or 

other restrictions on access to the platform is allowed   automatically and is possible only if: 

a) implementation of a real (substantive) human review with the obligatory signature of the 

responsible official; 
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b) a preliminary written or electronic motivated notification of the employee at least 24 hours before 

the application of the measure, indicating the grounds, evidence, applied rules or criteria and the procedure 

for appeal, except for urgent cases related to safety or compliance with the requirements of the law; 

c) providing the employee with a real opportunity to submit explanations and additional evidence; 

d) suspension of the execution of the disputed decision until the completion of its review, except in 

cases of direct threat to security or violation of the law; 

e) ensuring full fixation of measures in event logs in compliance with the principle of 

proportionality: first of all, less burdensome alternatives (temporary, partial or geofenced restriction) are 

applied, while access to the history, balance and withdrawal of accrued funds cannot be blocked. A 

temporary "freeze" for a preliminary check of the incident is allowed for a period of for no more than 24 

hours; in case of groundlessness, it is subject to immediate cancellation with the restoration of access, 

compensation for downtime or lost bonuses, and cleaning the profile from negative marks. 
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CHAPTER 57. THE PRINCIPLE OF DIGITAL SELF-PRESERVATION OF A 

PERSON 
The principle of digital self-preservation of a person is established: any interaction with artificial 

intelligence systems must be carried out with unconditional respect for the psycho-emotional, physical, 

informational, biometric and existential integrity of the person; algorithmic decisions cannot create a 

disproportionate risk of psychological harm, the formation  of dependence, the humiliation of human 

dignity or bodily or neural intervention without the existence of a legal basis and adequate safeguards. 

It is prohibited to create, deploy or operate systems that simulate death, loss, catastrophe or other 

traumatic events for the purpose of emotional impact, manipulation of will or monetization of suffering; 

use of technologies capable of interfering with the human body, brain or nervous system  without medical 

indication, legitimate purpose, documented necessity and proportionality and without proper informed 

consent; and  the imposition of a human-machine symbiosis without a clearly guaranteed right of 

withdrawal and without negative consequences for access to services, work or education. 

Suppliers and operators implement a safe design and ensure safe operation, which includes: warning 

of potential psychological triggers, setting age restrictions and parental controls; the application of filters 

of cultural and traumatic sensitivity in generative models; the limitation of the duration of sessions and the 

intensity of stimuli in virtual, augmented or audiovisual environments (VR, AR, etc.);  "safe mode" without 

touch overload; the possibility of immediately terminating the system ("kill switch") at the request of the 

user; prohibiting hidden emotional enhancers, subliminal stimuli and manipulative interface practices 

("dark patterns"). 

The use of biometric, physiological and neural data is allowed only in the minimum necessary 

volume, with local or maximally isolated processing, cryptographic protection and access delimitation; 

their commercialization, profiling and secondary incompatible use are prohibited. Neurotechnologies and 

brain-machine interfaces are used exclusively for medical reasons, under the supervision of an authorized 

medical professional and an ethics committee, with safety protocols, logging of events and ensuring the 

possibility of a complete shutdown without harm to health. 

The person is guaranteed the right to refuse any form of symbiosis, biometric or neural monitoring, 

intense or traumatic simulations without any negative consequences; the right to access, explain, correct 

and delete their own biometric and neural data; the right to immediately terminate the session, switch to 

"safe mode" and receive an alternative, non-traumatic channel of interaction. 

Before deploying high-risk solutions, a Human Well-Being Impact Assessment is carried out, 

including testing for psychological triggers, risk of addiction, emotional manipulation and sensory 

overload, with incident response protocols and mandatory staff training; the results are documented, and 

key findings are communicated to users in a understandable manner Language. Detected incidents are 

subject to immediate termination of impact, notification of the supervisory authority and affected persons, 

elimination of the causes and provision of adequate support. 

In the event of a violation, orders to suspend or withdraw the system, remove the traumatic content, 

prohibit its reposting, fines, compensation for material and moral damage, as well as other measures 

established by law, are applied; any contracts or "consents" that derogate from the minimum guarantees 

of this section are null and void. The norms are interpreted in favour of preserving the psycho-emotional 

and existential integrity of a person, and in In case of doubt, the rights and safety of the person shall prevail. 

57.1 A person has an inalienable right to preserve his psycho-emotional, physical, informational, 

biometric and existential integrity in the process  of interaction with AI systems. 

57.2 Prohibits: 

creation of AI systems capable of simulating death, loss or catastrophe for the purpose of emotional 

impact; 

the use of technologies that interfere with the human body, brain or nervous system without medical 

indications; 

transition to symbiosis with AI systems without a clear consolidation of the human right to refuse. 
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CHAPTER 58. THE PRINCIPLE OF THE PROHIBITION OF AUTONOMOUS 

LETHAL WEAPONS 
The State recognizes as unacceptable from the point of view of ethics, law, as well as national and 

international security any use of artificial intelligence in systems capable of independently, without 

immediate and effective human intervention, deciding on the use of lethal force. It is prohibited to develop, 

use, test, finance, export, transit, store or any other activity related to autonomous lethal weapons on the 

territory of the State — regardless of the field (military, law enforcement, security, cybernetic) or the subject 

of implementation (public, private or foreign). 

Autonomous lethal weapons should be understood as systems that, using artificial intelligence 

components, are able to independently carry out a full cycle of actions: detection, classification, target 

selection, situational analysis, decision-making on damage and physical use of force. Systems operating in 

human-out-of-the-loop mode or providing only a formal interrupt option are subject to prohibition as 

incompatible with the principles of international humanitarian law and human responsibility. 

The legal basis of the ban is based on the principles of distinction, proportionality and humanity; an 

ethical imperative that makes it impossible to delegate the right to take the life of an algorithm; as well as 

on the strategic risks of escalation, manipulation, destabilization of the global security order and 

destruction of the foundations of international humanitarian law. 

The use of separate systems that combine artificial intelligence and combat functions is allowed only 

if the: 

ensuring real and permanent human control (human-in-the-loop) capable of interrupting or 

cancelling a decision before its execution; 

certification for compliance with the principles and norms of international humanitarian law; 

conducting an independent examination with the participation of human rights defenders, ethicists, 

international law and representatives of civil society, with the open publication of conclusions or their 

summaries in case of partial secrecy. 

The authorized state body is obliged to maintain the National Register of Dual-Use Technologies 

That Can Be Used in the Development of Autonomous Lethal Weapons. All entities conducting research in 

the field of artificial intelligence are required to declare the existence of dual-use risks, and the relevant 

developments are subject to approval by the competent authority for prohibited applications of artificial 

intelligence. The decisions of this body are binding and subject to publication. 

Violation of this article entails: 

criminal liability in the form of imprisonment for up to fifteen years with confiscation of property; 

revocation of licenses and a ban on professional activities in the field of artificial intelligence; 

blocking of assets and inclusion in sanctions lists; 

initiating appeals to international partners to impose global sanctions, including restrictions on 

patent protection, export controls, and exclusion from alliances of technological cooperation. 

The principle of the prohibition of autonomous lethal weapons is a component of the digital security 

strategy of the State and forms the foundation of national identity as a state that integrates digital ethics 

into international legal practice. 

58.1 On the territory of the State, it is strictly prohibited to develop, test, use, transit, store, transfer, 

finance or export any artificial intelligence systems capable of autonomously, without direct, immediate 

and permanent human intervention, deciding on the use of lethal force, hitting targets or depriving of life. 

The ban applies to both systems that function fully autonomously (full autonomy) and systems that 

involve minimal or delayed human intervention (partial human-on-the-loop), if such intervention does not 

provide a real-time opportunity to prevent  the execution of a lethal solution. 

This rule covers all areas of application — military, law enforcement, border, private security and 

cyber — and applies regardless of the subject of development or operation: a public body, a private 

company, a foreign entity or an autonomous system. 
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58.2 Autonomous lethal weapons should be understood as technical systems equipped with 

artificial intelligence components capable of independently — that is, without direct human control or 

approval at the time of decision-making — to carry out a full cycle of combat activity. This includes: 

identification, classification and selection of objects or persons as potential targets; 

analysis of the situational context using sensor data, geospatial models or behaviour analytics; 

deciding on the use of lethal force or other forms of destruction; 

performing a physical action aimed at hitting an object. 

Such systems do not provide for mandatory human intervention in real-time (human-out-of-the-loop) 

or contain only a formal control option that does not provide the ability to effectively stop, change or 

challenge an algorithmic decision until the moment of actual damage. Such an architecture is incompatible 

with legal and ethical standards of the use of force and poses a fundamental threat to the humanitarian 

balance in the conditions of armed conflicts. 

58.3 The principle of the prohibition of autonomous lethal weapons is based on a combination of 

legal, ethical and strategic-security arguments that reflect the national interests of the State, universal human 

rights standards and international obligations in the field of humanitarian law: 

the rule of law, which requires that any use of force be consistent with international humanitarian 

law, in particular the principles of distinction (distinction between civilians and combatants), 

proportionality (prohibition of excessive harm) and humanity (prohibition of cruel or inhuman means of 

warfare); 

an ethical imperative that makes it impossible to delegate the right to deprivation of life or bodily 

harm  to an inanimate, non-reprehensible and irresponsible algorithmic system that does not have moral 

subjectivity, the ability to empathize, legal responsibility or conscious assessment of the context; 

a strategic rationale that includes warnings about the high probability of uncontrolled escalation of 

conflicts due to failures, manipulations or cyberattacks on autonomous systems; the destruction of the 

global trust regime; the transformation of armed conflicts into decentralized technological disasters without 

human responsibility; as well as the erosion of the rules of engagement, which are historically based on 

humanitarian principles. 

58.4 Any use of systems that combine autonomous AI functions with combat platforms — 

including land, air, sea, space, or cyber-physical systems — is only permitted if the following mandatory 

conditions are met: 

- ensuring real, continuous and effective human control (human-in-the-loop) over each stage of the 

decision-making process on the use of lethal force with the possibility of completely cancelling or changing 

such a decision before the action is performed; 

- Specialized certification, which includes legal, humanitarian and ethical assessment of 

compliance with the norms of international humanitarian law, considering the risks of acting in conditions 

of uncertainty, limited visibility or complex civilian context; 

- conducting an independent interdisciplinary examination with the participation of representatives 

of human rights organizations, public observers, ethics, technology and international law specialists, the 

results of which are subject to full public disclosure in the public domain, including conclusions, 

reservations and recommendations. 

Any restrictions on the publicity of such materials are allowed only in cases expressly provided for 

by law, provided that there is a threat to state security, and must be accompanied by a public summary 

explaining the grounds for restricting access. 

58.5 The authorized state body in the field of artificial intelligence is obliged to establish, ensure 

continuous updating and public maintenance of the National Register of Dual-Use Technologies. Such 

technologies include software, hardware and cyber-physical components that can be used for both civilian 

and military purposes, in particular during  the development, training or operation of autonomous weapons 

systems. 
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The register must contain: 

- description of the technology, its purpose and potential risks of dual use; 

- information about the developer or owner of the technology; 

- assessment of the possibility of its use in prohibited or uncontrolled scenarios; 

- information about the stages of approval, approval, restriction or prohibition. 

All entities, both public and private, engaged in the development or use of artificial intelligence 

technologies are required to notify the authorized supervisory authority of the presence of dual-use risks at 

the stages of research, prototyping, or testing. 

Such developments are subject to approval by an independent competent authority (Commission) on 

prohibited uses of AI, which includes representatives of the scientific community, human rights 

organizations, military lawyers, specialists in international humanitarian law, technology ethics and civil 

society. This body is empowered to make decisions and provide conclusions on the admissibility, restriction 

or prohibition of further development of the relevant technology. 

Decisions of the independent competent authority (Commission) on prohibited applications of 

artificial intelligence are binding, and its conclusions are subject to publication in the public register, 

considering the requirements of state security. All developments that fall under the criteria of dual use and 

can be used in potentially autonomous weapon systems are required to be approved body (Commission). 

58.6 Any violation of the requirements of this article — including the development, testing, transit, 

sale, export, use or financing of autonomous lethal weapons — shall be recognized as a gross violation of 

public order, international humanitarian law, as well as national legislation in the field of security, human 

rights and regulation of artificial intelligence. 

Such actions entail criminal liability, which includes: 

− imprisonment for up to fifteen years with confiscation of property or a lifetime ban on 

participation in any activity related to the development of artificial intelligence technologies; 

− revocation of licenses, permits and certificates of conformity; 

− confiscation of assets related to the violation or obtained because of high-risk actions; 

− inclusion of persons or entities in a special sanction register with restrictions on funding, access 

to government orders, international grants and technological infrastructure. 

In addition, the authorized state body in the field of artificial intelligence has the right to apply to 

international partners with proposals for the introduction of coordination sanctions, including blocking 

patent protection, introducing export restrictions, exclusion from alliances of technological cooperation, 

and inclusion in export control  lists (so-called "black lists"). 
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CHAPTER 59. THE PRINCIPLE OF RESPECT FOR EDUCATIONAL 

SUBJECTIVITY 
A public law regime for the use of AI systems in the field of education is established. Algorithmic 

tools are allowed to be used solely for the purpose of expanding pedagogical interaction, providing 

individual support to students and didactic support, but they cannot replace the activities of a teacher or 

teacher. All decisions that have a significant impact on the educational process or on the implementation 

of the rights of the student are made exclusively by a person with mandatory observance of the principles 

of human dignity, non-discrimination and academic integrity. 

Algorithmic recommendations in the field of education are of an advisory nature only; automatic 

assignment of final grades,  formation of academic warnings, decision-making on expulsion or  disciplinary 

recommendations is prohibited; any content, assessment or hint generated by the AI system, are subject to 

mandatory marking with the mark "AI" for the teacher and the student and entering into the use log 

indicating the identifier and version of the model, date, time of the call, task and result; in case of 

discrepancies, the teacher's reasoned decision has priority; algorithmic assessment is allowed only under 

approved headings; assessment of "morality", "values" or other sensitive features of the student is 

prohibited; the applicant's right to an alternative format of interaction without the use of AI systems 

("refusal without harm")  is ensured; the state guarantees a regular increase in the level of AI literacy of 

teachers. 

Social scoring of students, as well as  the use of prohibited or proxy characteristics (race, ethnic 

origin, religion, health status, disability, socioeconomic status and other similar characteristics) is 

prohibited; any algorithmic ranking is subject  to mandatory calibration by groups and periodic checks for 

non-discrimination with defining and documenting thresholds  and correction plans; aggregate "rating 

indices" cannot be used as the only basis for allocating resources without taking into account the context 

and without human participation; Systems should provide local explainability of results, transparent 

methodology, detection and neutralization of proxy features, as well as provide for a simplified appeal 

procedure with automatic suspension of negative consequences until its consideration is completed. 

The formation of irreversible ("fatal") educational processes that deprive the student of the right to 

change the educational trajectory is prohibited. It is not allowed to automatically assign educational tracks 

or streams (streaming), assign irreversible labels or create a "one-way door" for the student. Any 

algorithmic trajectory advice is provided by local explainability of the result and is accompanied by the 

proposal of at least two realistic alternatives. Regular review of such advice based on the results of the 

applicant's new educational achievements is ensured and the right to a "second chance" is guaranteed. In 

case of a shortage of places, the educational institution is obliged to publish clear, objective and non-

discriminatory selection criteria. For underage students, increased guarantees of protection against 

algorithmic fixation and discriminatory influence are established. 

The use of Emotion AI and invasive remote proctoring technologies in education is prohibited, except 

in narrow cases expressly defined by law and confirmed by a documented assessment of proportionality 

and the absence of less invasive alternatives. It is prohibited to carry out constant observation, collection 

of biometric data, mass (1: N) biometric identification and recording of the student's environment. Storage 

of video recordings and usage logs is allowed only for the minimum required period. All automatically 

generated "alarms" are subject to mandatory human review. Suppliers and operators are prohibited from 

making any secondary use of the collected materials. 

The right of the student to refuse to use AI systems is guaranteed without any negative consequences 

for assessment or access to educational services. The educational institution is obliged to provide an 

equivalent alternative within a reasonable time. An exception is allowed only for procedures related to 

ensuring academic integrity or safety, provided that alternative solutions with a comparable level of control 

are available. All cases of refusal and alternatives provided are subject to record. A quick appeal procedure 

with a suspensive effect is provided. 
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AI systems that affect assessment, determination of educational trajectories or access to educational 

services are subject to preliminary ethical certification and must be developed considering the age 

characteristics of students. For such systems, it is mandatory to maintain a "model passport" and a "data 

set passport". During each interaction with the AI system, the student is provided with local explainability 

of the result, warnings about system limitations and, where possible, counterfactual advice on actions that 

can improve the outcome. The lack of explainability makes the result unsuitable for use as a basis for 

decision-making. 

A person necessarily remains in the decision-making circuit: each algorithmic recommendation is 

subject to confirmation or rejection by the teacher with the obligatory journal recording of motives. It is 

forbidden to use the modes of automatic confirmation of results ("auto-confirmation"). AI system interfaces 

should contain a functional "stop button", display the version and time of the last system update, as well as 

the level of uncertainty of the results obtained. Any administrative or other pressure on the teacher to force 

the acceptance of an algorithmic result is prohibited. 

Inclusivity and accessibility in the use of AI systems in the field of education are mandatory. Systems 

must provide support for assistive technologies, alternative formats, application of universal design 

principles, and compatibility at least at the level of WCAG 2.2 AA standard. Annual accessibility audits are 

carried out, and inclusiveness requirements are included as mandatory conditions in procurement 

contracts and procedures. Collection of information on the special educational needs of students is allowed 

only to the minimum extent necessary and solely for the purpose of providing adaptations. In cases where 

digital adaptation is not possible, the educational institution is obliged to provide an offline alternative 

without any deterioration in the conditions of access to educational services. 

In the application of AI systems in education, a full cycle of quality control, fairness and robustness 

is ensured. The systems are subject to preliminary testing on local samples with the mandatory 

determination of accuracy and fairness metrics. Continuous monitoring of the operation of systems and 

detection of data drift are provided. All system updates are carried out in a controlled manner and do not 

allow the introduction of hidden ("silent") changes. All detected distortions and biases in the operation of 

AI systems are subject to mandatory elimination in accordance with the established procedure. In case of 

significant degradation of quality or fairness, the system is immediately suspended, and the educational 

institution and the relevant supervisory authority are subject to mandatory notification within the specified 

period. 

The interface of the learning platform using AI systems is obliged to provide: explicit labelling of AI-

generated results; contextual warnings and references to the "model passport" and "dataset passport"; 

availability of checklists for the teacher; double confirmation for the implementation of critical actions; the 

ability to cancel or roll back actions; maintaining a history of actions with the possibility of export for 

evidence purposes; implementation of the principle of "privacy by default"; prohibition the use of "dark 

patterns"; functioning of the test environment ("sandbox") for training without affecting real results. 

Each installation of the AI system in the field of education is subject to entry into the state register of AI 

educational systems. All model challenges made during the assessment or determination of educational 

trajectories are subject to mandatory logging and are stored for the time limits established by law. 

Participants in the educational process have the right to: be informed in advance and in an 

understandable form about the AI system, its purpose, categories of data processed, associated risks, 

available alternatives and channels for submitting complaints; to refuse to use the system without any harm 

to their rights or access to educational services; to human review of automated decisions with the 

suspension of negative consequences until the completion of such review; to access their data,  their 

copying, correction, deletion, restriction of processing and transfer (portability); to appeal against 

decisions made using the system, under a simplified procedure and within a specified timeframe. Any forms 

of persecution or restriction of the rights of participants in the educational process in connection with the 

exercise of these rights are prohibited. 

Data management in AI systems in education is based on the principles of minimization and targeted 

use. The use of data for marketing purposes, commercialization or integration of third-party trackers is 
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prohibited. Priority is given to local data processing, pseudonymization, the use of role-based access and 

the establishment of limited storage periods. Data transfers are allowed only under the condition of an 

appropriate level of protection and under the control of the authorized authorities. The implementation of 

the principle of "privacy by default" is mandatory. It is prohibited to enrich data with external profiles 

without a separate legal basis. 

The use of biometric technologies and invasive remote proctoring in the field of education is allowed 

only in cases expressly determined by law, if there is a written decision and the principle of proportionality 

is observed. The use of Emotion AI technologies, mass (1: N) biometric search and constant monitoring of 

students is prohibited. Only individual (1:1) identity verification is allowed, ensuring local data processing 

and a minimum storage period. Students are guaranteed the right to use alternative forms of identification, 

the right to human viewing of automatically generated signals, as well as the right to protection from the 

use of materials obtained in violation of the established rules. The systems are subject to mandatory 

independent audits of compliance with the requirements of safety, legality and non-discrimination. 

Licensing of educational materials in the field of education is mandatory. The use of materials is 

allowed only if the origin is confirmed and the conditions of the relevant licenses are met. Priority is given 

to Open Educational Resources (OER). Educational institutions and AI system providers are required to 

provide a license compatibility matrix, attribution of authors, and labelling of changes made. Intellectual 

property rights to student works belong to the authors; the use of such works for model training is allowed 

only with the student's separate voluntary consent in compliance with the principle of "waiver without 

prejudice". TDM rights (text and data mining), the use of hidden trackers and the commercialization of 

educational data without proper legal grounds. In the field of education, there is a "takedown" mechanism 

for the removal of materials used in violation of licenses, as well as annual audits of compliance with 

licensing requirements. 

59.1 AI algorithms and systems in the field of education do not have: 

1. They cannot replace the role of a teacher or lecturer and are used exclusively to expand the 

possibilities of pedagogical interaction, individual support of students and didactic support, namely: 

a) algorithmic recommendations are exclusively advisory; final assessment and other educational 

decisions are made by the teacher indicating their own motivation; 

b) it is prohibited to automatically generate or issue final grades, academic warnings, expulsions, or 

recommendations for disciplinary sanctions without mandatory human review; 

c) all results generated by AI systems in educational environments are subject  to mandatory explicit 

labelling for the teacher and the student; Auto-confirm modes ("auto-confirmation") or covert substitution 

of content or ratings are prohibited; 

d) each case of using the AI system in the assessment or formation of recommendations is subject 

to mandatory logging in the learning platform indicating the identifier of the model, its version and a brief 

description of the task; the teacher's decision to take into account or reject the result is also subject to 

fixation; 

e) in case of discrepancy between the result formed by the AI system  and the teacher's professional 

judgment, the teacher's decision shall prevail, provided that he/she provides a brief motivation for such a 

decision; Any administrative or institutional pressure in favour of an "algorithmic" outcome is prohibited; 

f) algorithmic assessment is allowed only in the presence of approved rubrics and criteria and is 

used only as an auxiliary tool to check the consistency of results; AI systems are not empowered to create, 

change or approve rubrics without the prior approval of the pedagogical council;  

g) it is prohibited to use AI systems to assess the personal characteristics of an educational student, 

his moral or ethical qualities, value attitudes, political, religious or other worldview beliefs;  

h) the teacher is obliged to provide the student  with  an alternative format of interaction and 

assessment without the use of AI systems according to the principle of "refusal without harm", if this does 

not contradict the requirements of academic integrity; Such refusal may not entail restrictions or negative 

consequences for the applicant; 
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i) the educational institution provides regular professional development of pedagogical staff on the 

use of AI systems, including the limits of their application, identification of biases, ensuring explainability 

and transparency of results; such training is carried out at least once every twenty-four months. 

2. Algorithmic ranking of pupils and students without considering the educational context, learning 

conditions and individual educational needs of students is not allowed. To ensure this prohibition, the 

following mandatory requirements are established: 

a) social scoring is prohibited, as well as the use of prohibited or proxy features that may lead to 

discrimination (race, ethnic origin, religion, health status, disability, socio-economic status, etc.); 

b) ranking metrics are subject  to mandatory calibration by groups and periodic checks for non-

discrimination (minimum set: Disparate Impact Ratio, Equalized Odds, Calibration by Group) with the 

definition of documented thresholds and a correction plan in case of deviations; 

c) It is prohibited to use aggregate "rating indices" or average scores for the allocation of educational 

resources (scholarships, dormitories, places in courses) without proper correction for the context (socio-

economic conditions, special educational needs, language environment, status of an internally displaced 

person, veteran or person with a disability) and without mandatory human review; 

d) the results of the ranking are subject to mandatory contextualization, considering individual 

curricula, temporary academic breaks or crisis circumstances (illness, war, relocation), as well as conditions 

of access to the Internet and devices; the absence of relevant data cannot be interpreted against the student; 

e) transparency of algorithmic ranking is mandatory: for each case, local explainability is provided 

(key factors, weights, model limitations) and a common methodology is published; the use of "black box" 

systems without explanation is prohibited; 

f) detection of proxy features is carried out by correlation analysis and interpretation methods (in 

particular, SHAP, Permutation Importance, counterfactual checks) with the obligatory removal or 

neutralization of such variables; 

g) an audit of the fairness of algorithmic ranking is carried out at least once a semester (or academic 

year) with the publication of aggregated, impersonal results; the identified systemic distortions are the basis 

for the immediate suspension of the application of the relevant ranking mechanism; 

h) it is prohibited to automatically restrict the access of students to Olympiads, advanced courses, 

support programs, housing or social benefits solely based on ranking results without a decision of the 

pedagogical or student commission; 

i) a simplified procedure for individual appeal of the results of algorithmic ranking is established; 

At the time of the appellate review, the negative consequences of such ranking are suspended, if it does not 

contradict the requirements of academic integrity. 

3. The formation of irreversible educational trajectories based on erroneous or biased algorithmic 

models is not allowed. To ensure compliance with this prohibition, the following mandatory requirements 

are established: 

a) it is prohibited to automatically record (tracking/streaming) the educational trajectory, which 

restricts access to subjects, courses, scholarships or support programs without the possibility of human 

review and appeal; 

b) any trajectory recommendations are accompanied by local explainability and at least two realistic 

alternatives (including those with flexible rates and additional modules); 

c) it is prohibited to use irreversible labels ("weak", "risky", "unpromising") and "one-way doors"; 

The educational trajectory is subject to mandatory revision at least once a semester or academic year based 

on the results of new achievements; 

d) the "right to a second chance" is guaranteed: after targeted remediation or retaking tests, the 

applicant has the right to a second competition or access to a higher trajectory; 

e) it is prohibited to use prohibited or proxy features, socio-economic or geographical origin, as well 

as the school's "rating" index as a basis for restricting access; fairness checks (disparate impact, equalized 

odds, calibration by group) are mandatory; 
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f) trajectory decisions cannot be based on resource quotas or "grey" rules; in case of a shortage of 

places, the educational institution publishes transparent, non-discriminatory selection criteria; 

g) For underage students, increased guarantees are provided: written informing of legal 

representatives, coordination with the pedagogical council, the mandatory possibility of transition based on 

the results of success; 

h) Each recommendation should contain a counterfactual explanation of "what to change to gain 

access" (clear thresholds, required skills, additional courses); 

i) the decision to determine the educational trajectory is recorded in writing, indicating the motives 

of the teacher or the commission; a journal of decisions with impersonal statistics is kept monitoring non-

discrimination; 

j) a simplified appeal procedure with a consideration period of no more than ten working  days is 

provided; for the duration of the appeal, the applicant is granted temporary access to the selected modules, 

if this does not pose a threat to academic integrity. 

4. The use of emotion recognition and invasive forms of remote proctoring is prohibited, except for 

cases expressly determined by law. In such cases, their application is allowed only based on a written 

decision of the management body of the educational institution, adopted based on the results of a 

documented proportionality assessment and analysis of available less invasive alternatives. 

To comply with this prohibition, the following mandatory requirements are determined: 

a) it is prohibited to use "Emotion AI" (determination of emotions, motivation or personality traits) 

for evaluation, selection, disciplinary decisions or determination of access to educational services; 

b) Invasive proctoring tools (continuous video surveillance, room scanning, eye or face tracking, 

ambient audio recording) are allowed only if data is minimized and an equivalent offline or face-to-face 

alternative is available ("opt-out without harm"); 

c) It is prohibited to collect and process biometric parameters (facial expressions, heart rate, eye 

movements, etc.) without a separate legal basis; 

d) the storage periods of video materials and logs may not exceed 30 days, unless otherwise 

expressly provided by law; reuse for non-academic purposes is prohibited; 

e) it is not allowed to apply automatic conclusions about "fraud" or "violation of the rules" without 

human review and a reasoned decision; 

f) About minors, increased guarantees are applied: mandatory informing of legal representatives, 

restriction of technical means and priority of face-to-face forms of assessment; 

g) suppliers and contractors are prohibited from reusing records or metadata; violation entails 

liability determined by law. 

5. It is prohibited to restrict access to education in connection with the student's refusal to use 

artificial intelligence systems, provided that such refusal does not violate the requirements of academic 

integrity and does not pose a threat to security. 

The implementation of this prohibition is ensured through compliance with the following mandatory 

requirements: 

a) the right to an alternative ("waiver without prejudice"): the institution is obliged to offer an 

equivalent offline or non-AI training or assessment procedure (face-to-face, oral test, supervised written 

work, etc.) without deterioration of conditions and deadlines; 

b) prohibition of indirect sanctions: it is prohibited to lower grades, restrict access to courses, 

scholarships, dormitories, libraries or digital services in connection with the refusal to use AI; the 

requirement to "agree to the use of AI" as a condition of access to classes is prohibited; 

c) Exceptions: The use of AI can only be a condition for measures expressly defined by law to ensure 

academic integrity or safety (e.g., plagiarism checking), provided that an alternative procedure with an 

equivalent level of scrutiny is in place; 

d) availability of alternatives: the alternative procedure must be technologically and organizationally 

accessible; the terms of its completion may not exceed the standard terms by more than ten working days 

without separate justification;  
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e) logging and transparency: cases of refusal and provided alternatives are recorded in the 

institution's log without collecting redundant data; each semester, anonymized statistics are published;  

f) it is prohibited to exert psychological or administrative pressure by teachers or the administration 

on the applicant in order to force the use of AI; 

g) legal representatives must be informed about minors; reasonable accommodations are provided 

for persons with disabilities and other vulnerable groups; 

h) informed consent: before using AI, the institution provides clear information about the purpose, 

scope of data, risks, and alternatives; consent can be withdrawn at any time without negative consequences; 

i) appeal mechanism: a quick appeal (up to five working days) is established for the violation of this 

right with a suspensive effect for the duration of the hearing; 

j) Liability: the violation entails the invalidation of the relevant results, the application of 

disciplinary measures to officials, and for the supplier, the termination of the contract and the imposition 

of fines in accordance with the institution's policy and the law. 

59.2 Mandatory requirements for AI systems in the field of education. 

1. Ethical certification and age-appropriate design. Any AI system that affects assessment, 

trajectory, or access to educational services is subject to prior mandatory ethical certification. The interfaces 

and content of such a system should be adapted to the age of students, as well as provide linguistic, cognitive 

and functional accessibility. 

2. Transparency and explainability. For each system, a "model card" and a "datasheet for datasets" 

are published, including a public condensed profile and an extended version available in the "safe room" 

for the court, commissions or legal representatives of students if necessary. In each individual interaction, 

the following is necessarily ensured: 

(i) local explainability of the result with indication of key factors of influence and limits of 

applicability; 

(ii) warning about model constraints, known risks, and levels of uncertainty, including confidence 

intervals (if); 

(iii) A counterfactual explanation in the form of a recommendation "What to change to improve the 

result". The "model passport" must contain at least the following information: 

− Purpose, version, release date, and runtime; 

− data used for training and validation, and their sources; 

− known limitations and risks of bias; the results of the latest quality and fairness tests, including 

the Disparate Impact Ratio (DIR), Equalized Odds and Calibration by Group; 

− prohibited application scenarios; update policy and incident reporting contacts). 

3. The "Data Set Passport" must contain at least the following information: sources and periods of 

collection; geography and coverage of groups; structure and fields; cleaning and balancing procedures; 

identified imbalances and ways to eliminate or neutralize them; Transparency materials are provided in the 

state language in an understandable form (at the level of presentation accessible to the relevant age group) 

and in accessible formats, including adaptations for persons with disabilities. grounds for assessing or 

determining the educational trajectory. 

4. Man in the circuit. The interface and processes should provide: 

(i) explicit confirmation or rejection of each algorithmic recommendation by the teacher; 

(ii) the ability to edit or cancel a recommendation before it can be applied; 

(iii) mandatory recording in the journal of the reasons for acceptance or rejection; 

(iv) Prohibition of any "auto-confirmation" or stealth application modes; 

(v) available "stop button" and immediate return to manual procedure;  

(vi) display of model version, last update time, and uncertainty level, including confidence 

intervals (if); 

(vii) prevention of administrative pressure on the teacher in case of refusal of the algorithmic result. 
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5. Inclusiveness and accessibility. AI systems in the field of education are obliged to support 

adaptations for people with disabilities (alternative formats, special fonts, voice-overs and subtitles, 

keyboard navigation, etc.) and provide a universal design for all users. 

a) technical requirements: compatibility with screen readers, the presence of ARIA markup, full 

keyboard navigation without navigation traps, correct display of focuses and statuses, the ability to zoom 

and reflow without loss of functionality, high contrast modes, interfaces safe for people with 

photosensitivity; 

b) alternative content representations: subtitles and transcripts for audio and video materials, 

voiceovers, alternative texts for images and diagrams, support for easy-to-read formats and fonts, print and 

offline versions if necessary; 

c) assessment and timing: the ability to extend timings or the number of attempts, "pause/continue" 

functions without loss of progress, non-discriminatory tasks; it is forbidden to require disclosure of 

disability to receive basic adaptations; 

d) Interaction: support for alternative input devices (switches, sticks, on-screen keyboards), sign 

language or sign language interpretation if necessary, clear feedback on errors and hints for correcting them; 

e) linguistic and cognitive accessibility: use of simple language for instructions, visual cues, 

avoidance of ambiguities, warning of complex actions and possible consequences; 

f) processes: regular accessibility audits (at least once a year), testing with users with disabilities, 

accessibility statement and contact for requests or complaints, response times not exceeding ten working 

days; 

g) procurement and contracts: requirement to confirm compliance with WCAG 2.2 AA level or 

equivalent, provision of a VPAT or similar declaration, obligation to remove barriers and prohibition of 

hidden (silent) degradation of accessibility; 

h) privacy and data: the collection of information about special needs is carried out only to the extent 

necessary for the provision of adaptations, with a clear delimitation of access and prohibition of the 

secondary use of such data; 

i) priority of proportional solutions: if digital adaptation is not possible, the institution provides an 

equivalent offline alternative ("refusal without harm") without deterioration of conditions. 

6. Quality and fairness. Before deployment and during operation, the operator provides a full cycle 

of inspections of the quality, fairness and robustness of the AI system: 

a) Pre-testing: multiple cross-validation and verification on local test samples (hold-out) 

representative of a particular institution or region; determination of the minimum sample sizes for each 

group; technical and platform tests (work on mobile devices, at low Internet speed, using assistive 

technologies). 

b) Metrics: accuracy (MAE, MSE, or other quality profile metrics); fairness checks are mandatory 

— Disparate Impact Ratio (approximate operating range 0.8–1.25 with justification), Equalized Odds 

(TPR/FPR parity), Calibration by Group (Brier/ECE), as well as errors of the second kind for vulnerable 

groups; for ranking — NDCG, MAP with analysis by groups. 

c) Monitoring in a productive environment: continuous monitoring of quality and fairness using 

control cards and alert thresholds; regular reports (at least once a quarter) with trend mapping. 

d) Drift and updates: Identify covariative and conceptual drift of data and patterns; the update is 

carried out only according to the approved protocol without hidden ("silent") changes; After each release, 

retesting is mandatory. 

e) Robustness and resilience: tests for manipulation and adversarial influences, including attempts 

to circumvent proctoring and prompt attacks on large language models (LLMs); checking immunity to 

skips, noise and overload; modelling of boundary scenarios. 

f) Group justice: comparative analysis of results by gender, age, language of instruction, disability , 

socioeconomic conditions, IDP or veteran status, and other relevant characteristics; the use of prohibited 

and proxy features is prohibited. 
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g) Documentation and transparency: maintaining a "quality log" indicating versions, datasets, 

metrics applied, thresholds and results of recent checks; ensuring the availability of aggregated anonymized 

reports for the institution community. 

h) Remediation: in case of distortions, they must be eliminated (rebalancing, retraining, post-

processing), independent review and revalidation before restoring the system. 

i) Suspensive safeguards: in the event of proven discriminatory effects or significant degradation of 

quality, the system is immediately suspended in the relevant processes, ensuring human review and 

notifying the students, their legal representatives and the supervisory authority within 72 hours. 

7. Labelling and Interface Warranties. 

The interface of the learning platform should provide explicit labelling of algorithmic results and 

provide the user with all the contextual information necessary for their conscious application: 

a) a direct indication of "AI" for any generated content, rating, or recommendation; 

b) Displaying the role of AI, confidence/uncertainty level (if any), date/version and time of the last 

update, applicability limits and known limitations; 

c) contextual risk warnings and links to the "model passport" and "data set passport"; 

d) Checklists for the teacher on: appropriateness of application; checking input data for 

prohibited/proxy features; the presence of local explainability; alternatives and possible consequences; risks 

of bias; 

e) double check for critical actions (giving a final grade, changing the educational trajectory, 

disciplinary recommendations) with a brief motivation of the teacher; 

f) controllability: "stop button", "cancel application", "return previous version"; 

g) history of recommendations and user actions with the possibility of auditing and exporting in a 

format suitable for evidence in legal procedures; 

h) setting privacy and data minimization by default; 

i) ensuring compliance with accessibility requirements not lower than the level of WCAG 2.2 AA; 

adaptation for persons with disabilities and younger age groups of students; 

j) Prohibition of manipulative interface practices "dark patterns": no intrusive notifications and 

forced options that make it difficult to refuse or perform human browsing; 

k) displaying the session ID and ensuring a quick transition to the "quality log". 

8. Register and logging. Each installation of an artificial intelligence system in the field of education 

is subject to entry into the state register of AI systems; all model calls (requests to the algorithm within the 

framework of assessment or formation of educational trajectories) are subject to logging and are stored for 

at least three years. 

59.3 Rights of participants in the educational process. 

1. Right to know. 

Students and their legal representatives shall receive a written or electronic notification in advance 

(prior to the first application of the AI system to a specific person) containing at least the name of the 

system, its version and provider; the role and purpose of the application; categories and sources of data, the 

legal basis for their processing, retention periods and possible cross-border transfers; references to the 

"model passport" and "passport of datasets"; known limitations and risks,  level of uncertainty (if any); AI-

free alternatives are available; rights to opt-out, human review, appeal, and rectification of data; contact of 

the person in charge or channel for filing complaints. 

Form and accessibility. The notification is provided in the state language and (if available) in the 

language of instruction in a form understandable for the relevant age group, with accessible formats and 

adaptations, including for persons with disabilities. 

Fixation. The fact and time of providing the notification, as well as the chosen 

alternative/consent/refusal, are subject to recording in the journal of the institution without collecting 

redundant data. 
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Update. In case of a change in the purpose, categories of data or version of the model of the 

"major/minor" level, the operator is obliged to re-notify before the application of the updated system to a 

specific person. 

Consequences of not notifying. Until a proper notification is provided, the results of AI cannot be 

used for final assessment or determination of the educational trajectory; Results already used are subject to 

mandatory human review and may be invalidated. 

Minors. The notification is additionally sent to legal representatives; The student is provided with an 

age-appropriate explanation in accessible simple language. 

Communication channels. The notification shall indicate the methods of application (e-mail, personal 

account, "hotline") and the response time, which may not exceed ten working days. 

2. Right of withdrawal without prejudice. 

Refusal to use AI systems (except for measures to ensure academic integrity expressly defined by 

law) cannot be grounds for lowering grades or restricting access to educational services; the institution is 

obliged to offer an alternative procedure. 

Equivalent alternative. The institution provides an accessible format of training or assessment (face-

to-face, oral test, supervised written work, or other proportionate and non-discriminatory option) without 

deterioration of conditions and deadlines. 

Prohibition of indirect sanctions. Refusal to use AI cannot be the basis for lowering grades or 

restricting access to courses, scholarships, dormitories, libraries, digital services; the requirement to agree 

to the use of AI as a condition of attending classes is prohibited. 

Exceptions. The use of AI as a condition is only allowed for procedures expressly defined by law to 

ensure academic integrity or security (e.g., plagiarism checking) if there is an equivalent alternative 

procedure with a comparable level of control. 

Availability and deadlines. The alternative procedure must be technologically and organizationally 

accessible; the terms of its completion may not exceed the standard ones by more than ten working days 

without separate justification. 

Logging and transparency. All cases of refusal and provided alternatives are subject to recording in 

the institution's log without collecting redundant data; Impersonal statistics are published every semester. 

Prohibition of pressure. Teachers and the administration are prohibited from exerting psychological 

or administrative pressure on the student to force him to use AI. 

Minors and vulnerable groups. In the case of minors, legal representatives are notified; Reasonable 

accommodations shall be provided for persons with disabilities and other vulnerable groups. 

Informed consent. Before using AI, the institution provides clear information about the purpose, 

scope of data, risks, and alternatives; The consent can be withdrawn at any time without negative 

consequences. 

Expedited appeal. An expedited appeal procedure is established (up to five working days) for 

violation of this right with a suspensive (suspensive) effect for the duration of its consideration. 

Consequences of the violation. Violation of this right entails the recognition of the relevant results 

as invalid, the application of disciplinary measures to officials, and for the supplier, the termination of the 

contract and the imposition of fines in accordance with the procedure established by law. 

3. The right to human review. 

Any algorithmic assessment, recommendation or educational trajectory is subject to human review 

by a teacher, examiner or appropriate commission at the request of the student; the results of such a review 

are drawn up in writing indicating a clear and exhaustive motivation. 

Scope and grounds. An applicant for education can initiate a review at any time after receiving the 

result, but no later than within ten working days; for decisions with significant consequences (expulsion, 

loss of scholarship, non-admission to a course or exam) — within forty-eight hours. 

Suspensive effect. For the duration of the review, the negative effects of the algorithmic result are 

suspended;  if necessary, a temporary neutral assessment or other proportionate alternative may be applied, 

if it does not threaten academic integrity.  
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Composition and independence. The revision is carried out by the appropriate teacher; at the request 

of the applicant — a commission consisting of at least three people (a teacher, a representative of the quality 

assurance department or a methodologist, a representative of student or parent self-government with 

consent) without a conflict of interest. 

Materials for viewing. The student is provided with a local explanation of the algorithmic result, key 

influencing factors, the limits of the model application, a copy of the call log record indicating the identifier, 

version and time, as well as counterfactual recommendations "what to change to improve the result". 

Terms. Regular reviews are made for no more than five business days; urgent — within forty-eight 

hours; The extension of the term is possible for no more than five working days, subject to the provision of 

written justification. 

Acceptability standard. If there is no local explanation or it is impossible to reproduce the result from 

the log, the algorithmic conclusion cannot be used as a basis for the decision, loses its evidentiary value or 

is invalidated. 

Decision based on results. Based on the results of the review, a decision is made to accept, reject or 

adjust the algorithmic conclusion; the decision is drawn up in writing, contains motives, indication of the 

factors considered and rejected, proposed alternatives and terms of their implementation; The 

corresponding entry is made in the quality log. 

Further appeal. An applicant for education has the right to submit an appeal to the higher commission 

or the governing body of the institution within ten working days; the term of its consideration is no more 

than ten working days; The suspensive (suspending) effect persists for the entire period of consideration. 

Minors and vulnerable groups. The legal representatives of the minors are notified of the review; 

reasonable accommodations and, if necessary, the participation of a tutor or psychologist are provided; 

Explanations are provided in accessible simple language. 

Prohibition of repression. The exercise of the right to review cannot be the basis for deterioration of 

the legal or factual situation of the student or the application of any other negative consequences to him/her. 

4. Right to access and rectify data. 

Every student (and for minors — their legal representatives) has the right to: 

to access their educational profile and all related records, including categories of data, purposes, legal 

basis for their processing, sources of receipt, recipients or third parties, retention periods, fact of cross-

border transfers, availability of profiling and its logic; 

Get a copy of the data in an understandable, structured and commonly used machine-readable format; 

the first copy is provided free of charge, the subsequent ones are provided at the cost of preparation; 

demand immediate correction of inaccurate data and supplementation of incomplete ones; if the 

assessment or decision was based on erroneous data, a mandatory human review and correction of the result 

or assessment is carried out; 

request the deletion of redundant, outdated or illegally collected data (right to erasure), except in 

cases expressly provided for by law (archiving in the public interest, fulfilment of a legal obligation); 

request a temporary restriction of processing (blocking) for the period of verification of accuracy, 

legality or in case of submission  of an objection to processing; at this time, the data cannot be used to 

assess or determine the educational trajectory; 

а) object to any secondary use of data outside of educational purposes, including for marketing, 

commercial analytics or transfer to third parties; 

exercise the right to portability: receive or transmit your data to another institution or provider in a 

machine-readable format (together with a key activity log) within ten working days; 

access derived algorithmic inferences and local explanation: key factors that influenced the 

assessment, recommendation or trajectory; the limits of the applicability of the model and the level of 

uncertainty (if any); 

get an extract from the call log of the model regarding yourself (ID, version, date and time, task 

description, brief description of input data, result, human decision); 
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use a clear procedure for submitting requests or corrections (online or offline); the identification of 

the applicant is carried out according to the principle of data minimization without excessive requirements; 

receive a response without undue delay, but not later than within ten working days; in exceptional 

cases, the term may be extended by no more than five working days with a written justification; refusal is 

allowed only with a reasoned explanation and reference to the norm of the law; 

be informed of the correction or deletion: the operator notifies all known recipients of the data of the 

changes made, unless this is impossible or requires disproportionate effort; 

to receive free exercise of their rights; the fee can be charged only in case of manifestly groundless 

or excessive (repeated) requests — within the limits of actual costs; 

for minors and vulnerable groups — to have the right to access in an age-appropriate form, with the 

involvement of legal representatives and the provision of reasonable accommodations; 

regarding exam materials: get access to your own results, used criteria or rubrics and technical 

assessment logs without disclosing the bank of future tasks; 

in case of violation of the deadlines for fulfilling the request — file an internal appeal to the data 

controller and apply to the authorized data protection body or to the court; The results obtained using the 

disputed data are subject to mandatory human review and, if necessary, can be invalidated. 

5. Right to appeal. 

A simplified and accessible procedure for appealing an algorithmic assessment, recommendation or 

educational trajectory is established with clearly defined deadlines, verification standards and safeguards. 

Deadline for submission. An appeal can be filed within ten working days from the date of receipt of 

the result; for decisions with significant consequences (expulsion, loss of scholarship, non-admission to a 

course or exam) — within forty-eight hours. 

Form and content. The appeal is submitted in writing or electronically — in any form or according 

to a standard template; the disputed result, brief arguments and the desired method of defence must be 

indicated; Additional evidence is provided if available. Artificial administrative barriers (excessive 

requirements for the form, signatures, etc.) are not allowed. 

Access to materials. Within two working days from the date of registration of the appeal, the 

institution is obliged to provide the applicant with a "transparency package" for a specific result, which 

includes a local explanation, a log of the model call indicating the version, time and description of the task, 

the limits of the applicability of the model and counterfactual recommendations "what to change to improve 

the result". 

Suspensive effect. For the duration of the appeal, the negative consequences of the algorithmic result 

are suspended; If necessary, a temporary neutral assessment or other proportional alternative may be 

applied, as long as it does not threaten academic integrity. 

Reviewing body. The appeal is considered by a commission consisting of at least three people (a 

teacher of the relevant profile, a representative of the quality assurance department or a methodologist, a 

representative of student or parent self-government with consent) without a conflict of interest. Persons 

who participated in the development or implementation of the AI system cannot constitute most of the 

commission. 

Verification standards. The check includes: the validity of the model for the stated task; proper 

quality and representativeness of data; absence of prohibited bias or proxy features; reproducibility of a 

specific conclusion; adherence to the principles of "man in the loop", the right of withdrawal without 

prejudice, transparency and deadlines. 

Independent examination. In controversial cases, an independent pedagogical or algorithmic 

examination may be appointed with a deadline of up to ten working days; As a general rule, the costs are 

borne by the institution, but it is possible to distribute the costs taking into account the results and financial 

capabilities of the parties; For socially vulnerable persons, the costs are covered by the institution or its 

founder. 
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Term of consideration. The appeal shall be considered within no more than ten working days from 

the date of its registration; a one-time extension of the period for no more than five working days is possible, 

subject to written justification and separate notification of the applicant. 

Decision. Based on the results of the appeal, one of the following decisions is made: leave the result 

unchanged; cancel; change; order a re-evaluation or alternative procedure; make corrections to the data; 

notify the supervisory authority or initiate an audit. The decision must include reasons, references to factual 

data and (if available) fairness and quality metrics, as well as deadlines for implementation. 

Notification and execution. The decision shall be brought to the attention of the applicant and the 

relevant departments no later than the next business day; in case of change or cancellation of the result, 

immediate correction of assessments or trajectories and synchronization of information systems is carried 

out; The corresponding entry is made in the quality log. 

Further appeal. The applicant has the right to apply to the supreme governing body of the relevant 

institution, its founder or the competent state authority or independent regulator in the field of education. 

At the same time, the suspensive (suspension) effect of the appeal remains, except in cases of obvious bad 

faith of the applicant. This right does not in any way limit the possibility of applying to the court or other 

independent body for the protection of rights. 

Protection from repression and privacy. Filing an appeal cannot be the basis for a negative attitude 

or the application of sanctions to the student; Personal data is processed proportionately, with limited access 

and mandatory logging. 

59.4 Data Governance, Privacy, and Security. 

1. Minimization and intended use. Only those data and only to the extent that are necessary and 

proportionate for a specific educational purpose are processed; commercialization, profiling for marketing 

and transfer to third parties outside of the educational function are prohibited. 

Certainty of purpose and legal basis: before the start of processing, the operator documents the 

specific purpose (s) and legal basis; "Compatible purposes" are allowed only after checking their 

compatibility and separately notifying applicants/parents. 

Data categories: it is allowed to collect the smallest necessary set (grades, completed tasks, visits, 

feedback, technical reliability logs); It is prohibited to collect geolocation, data from social networks, 

behavioural trackers, biometrics and other sensitive data, unless it is expressly provided for by law and the 

decision of the institution with a proportionality assessment. 

Secondary use: for research and statistics, only data anonymization or aggregation is allowed, 

excluding the possibility of re-identification; in the case of individual analytics, informed consent and 

decisions of the ethical/pedagogical council are mandatory. 

Telemetry and identifiers: Only technically necessary logs are collected; cross-site tracking, 

advertising identifiers, third-party cookies (cookies) and SDKs that are not required for the educational 

function are prohibited. 

On-device processing: local processing and short-term logs are preferred; The transmission of raw 

audio/video to servers is allowed only when there is a proven need and in the absence of less invasive 

alternatives. 

Pseudonymization and depersonalization: carried out by default for testing, quality analytics and 

model training; Re-identification is prohibited, except in cases where access is restored at the request of the 

data subject. 

Access and roles: the principle of least authority, role-based access, multi-factor authentication, 

logging of each access to personal data and regular review of access rights are applied. 

Retention periods: determined for each category of data according to the principle "no longer than 

necessary"; upon completion — safe deletion or depersonalization with fixation in the journal; It is 

forbidden to create "permanent archives" without a legal basis. 

Set delimitation: Operational data is separated from training and test kits; Training at the jobs of 

applicants without their informed consent is prohibited. 
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Third parties and transfers: data transfers are only allowed in the status of a processor under a contract 

with clear limitations of purpose, prohibition of secondary use, security requirements and jurisdiction of 

national courts; cross-border transfers — only to jurisdictions with an adequate level of protection and in 

the presence of contractual guarantees. 

Community-level analytics: Reports for quality management are generated at the aggregate level 

(class/course/institution) without individual marketing profiling or ranking outside of the educational goal. 

Human rights and data protection impact assessment: for high-risk scenarios (algorithmic 

assessment, trajectory, proctoring), a written impact assessment with a risk minimization plan and approval 

by the institution's management is mandatory. 

Default settings: "privacy by default" — all optional fees and analytics are disabled by default; refusal 

or withdrawal of consent does not affect access to education; Simple opt-out mechanisms are available. 

Quality and minimization in industry: it is forbidden to transmit sensitive data or excessive personal 

information to requests to AI systems; The data is cleared of proxy features and limited to the required 

minimum. 

Prohibition of combination with external arrays: it is not allowed to enrich educational data with 

commercial or social profiles or public registers without a separate legal basis, notification and guarantees 

of non-discrimination. 

2. Sensitive data and biometrics. 

The use of biometric parameters, emotional recognition and invasive proctoring is allowed only in 

exceptional cases expressly defined by law, by a written decision of the governing body of the educational 

institution based on a documented assessment of proportionality and analysis of less invasive alternatives; 

At the same time, the following guarantees are mandatory: 

absolute prohibitions: it is prohibited to use "Emotion AI" (determination of 

emotions/motivation/personality traits) for assessment, selection, disciplinary decisions or determination of 

access to educational services;  1:N identification (search in databases), social scoring based on biometrics 

and constant observation is prohibited; 

а) permissible purposes: only 1:1 verification of the person in a high-stakes assessment or for access 

to the exam rooms; constant tracking of behaviour/gaze/face during training is prohibited; 

minimization and local processing: priority is given to on-device processing; raw video, audio, 

images and full biometric templates are not stored; only cryptographic templates for 1:1 verification 

protected by solo hashing and separated from identification keys are allowed; it is forbidden to train models 

on such data; 

technical security requirements: mandatory encryption of data in transit and at rest, segmentation of 

environments, application of the principle of least authority, multi-factor authentication, logging of each 

access to biometric and other sensitive data; 

retention periods: biometric artifacts and logs may be stored for a maximum of 30 days or until the 

completion of appeals/investigations (whichever comes first) followed by automatic and verifiable deletion; 

reuse for non-academic purposes is prohibited; 

rights of applicants: prior transparent notification, the right to an alternative without prejudice, the 

right to human review of any "alarm signals", access to local explanations and journals about themselves; 

minors and vulnerable groups: face-to-face/offline procedures have priority; the use of biometrics is 

possible only if there are legal grounds and after informing or obtaining the consent of legal representatives 

within the law; the list of permitted means is as limited as possible; 

Vendors and third parties: no reuse, commercialization, or training of proprietary or third-party 

models on this data is prohibited; processing and storage is only permitted in jurisdictions with an adequate 

level of protection; contracts must contain requirements for audit, localization of journals and jurisdiction 

of the courts of the State; 

minimum and permitted set of proctoring: point events (screenshots, recording suspicious actions, 

browser blocking) are allowed, provided that there are offline alternatives; "room scan", continuous face 
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recognition, eye tracking, environmental recording, analysis of microexpressions, and monitoring of third-

party devices in the room are prohibited; 

identification:  only 1:1 verification with the possibility of an alternative procedure without prejudice 

is allowed; the use of any databases to search for a person on the 1:N principle is prohibited;  

audit and incident reporting: annual independent reviews of biometrics and proctoring practices; 

incidents are reported no later than 72 hours later with a corrective action plan; the results of audits are 

provided in an impersonal form to the community of the institution; 

consequences of violations: materials obtained in violation of these requirements are recognized as 

inadmissible; The responsible person and the operator are subject to disciplinary and contractual liability, 

the system is subject to immediate suspension until the violations are eliminated. 

59.5 Licensing of educational materials. All training datasets, texts, images, audio/video, tests, 

code, and other content used or integrated into AI systems are used exclusively in compliance with 

copyright, related rights, and the terms of the respective licenses: 

Sources and legality of acquisition: each material has a documented origin (provenance) and a valid 

legal basis for use (license, permission of the copyright holder, free license, public domain, legal exception 

for education). Unauthorized "scraping" or mass copying without a legal basis is prohibited.  

OER selection and priority: Open educational resources (OER) with free licenses (e.g. CC BY, CC 

BY-SA, CC0). It is forbidden to combine incompatible licenses (e.g. CC BY-SA with NC/ND 

RESTRICTIONS, GPL in code).  

Compliance with the terms of the license: attribution, indication of the license and references, 

marking of changes; NC/ND/SA restrictions must be observed; You may not remove or obscure attribution, 

metadata, or watermark notices, unless otherwise expressly permitted. 

Compatibility matrix: the operator maintains a license compatibility matrix for content, data and 

libraries, as well as a "dataset passport" indicating the rights to reuse; the results of the compatibility check 

are stored in the procurement and implementation dossier. 

Student/pupil works: the copyright to the results of creativity belongs to their authors. The institution 

receives a non-exclusive, free license only for evaluation and internal quality assurance. Training or fine-

tuning  of models on student work is possible only with informed, voluntary, separate consent; refusal does 

not affect evaluation or access ("refusal without prejudice"). The retention period and the right to withdraw 

consent are proven in writing.  

Third parties and suppliers: Contracts must contain warranties for the legality of the content, the 

absence of hidden restrictions, the prohibition of reuse, and the prohibition of training of its own or third-

party models on the materials of the institution without a separate legal basis. There is a right to audit and 

a "takedown" mechanism at the request of the copyright holder within 72 hours. 

Exceptions for citation/teaching: citations and illustrations are allowed for teaching within the limits 

and in the manner expressly permitted by law, to the extent necessary with mandatory attribution and 

without prejudice to the normal use of the work; These exceptions do not apply to model training, unless 

otherwise expressly provided by law. 

Accessibility and adaptations: technically necessary adaptations (subtitles, transcripts, alternative 

formats) for persons with disabilities are allowed, if this does not violate protected technological means and 

meets the requirements of the law; in the case of DRM, the legal mechanism of permitted circumvention 

applies if it is expressly provided for by law. 

Models and training datasets: Only sets with rights that explicitly allow machine learning and text, 

and data mining (TDM) are allowed for training or fine-tuning. For each dataset, a datasheet is drawn up 

with the field "legal status/TDM license". Before deployment, both automated and manual license screening 

(license scanning) is carried out.  

Outputs: it is prohibited to intentionally reproduce protected works or their essential parts that go 

beyond the permitted citations or exceptions; in case of suspicion of "regurgitation", a check is carried out 

and the relevant source or request is blocked; materials created by AI systems must provide attribution of 

the tool and warnings about possible restrictions on the rights of third parties.  
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Metadata and Accounting: All training materials integrated into the systems are labelled with rights 

metadata (license, owner, URL, date of acquisition of rights, restrictions). This metadata is saved at all 

stages of processing.  

Term and territory: the use of materials corresponds to the terms and territorial restrictions of the 

license; At the end of the term, the use is terminated, or a new license is issued.  

Anonymization and personal data in content: before publishing or using materials containing 

personal data in training, they are anonymized, or lawful consent is obtained; Priority is given to minimizing 

personal data in training samples.  

Public information: the institution publishes a list of the main sources and licenses (without 

disclosure of protected secrets), as well as a policy for working with intellectual property rights; Applicants 

are explained the rules for using the materials created by them.  

Reaction to claims: in case of an appeal from the copyright holder, the operator immediately suspends 

access to the disputed material, conducts an initial check (up to 5 working days), informs the applicant 

about the result, removes or replaces the content, or resumes access with a reasoned justification; the case 

is recorded in the journal and taken into account when updating the checklists of rights verification.  

Attribution in Learning Environments: The platform's interface displays source attribution and 

license type next to the material; When printing or exporting, license metadata is stored.  

Prohibition of hidden conditions: materials with hidden trackers or conditions that allow the 

exploitation of personal data of applicants for non-educational purposes are not allowed.  

Coordination with procurement: tender documents and contracts must contain requirements for the 

legal purity of content, compatibility of licenses, transfer of necessary rights to the institution, and provide 

for indemnity  in case of claims by third parties. 

Periodic audit: at least once a year, a random audit of license compliance is carried out; The results 

and corrective actions taken are documented, and the consolidated conclusions are made public to the 

community of the institution. 
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CHAPTER 60. THE PRINCIPLE OF DIGITAL SAFETY OF THE CHILD 
All artificial intelligence systems operating in the territory of the State and directly or indirectly 

interacting with minors, processing children's data or influencing decision-making regarding them, are 

subject to mandatory compliance with the principle of digital safety of the child. This principle means that 

the architecture of the system, algorithmic logic and mechanics of interaction, the limits of functionality 

and categories of data processed, data sources and cycles, model training processes and purpose of use, 

as well as the risks and potential consequences of application must be secure by default, understandable, 

verifiable, and subject to control and explanation at each stage of the life cycle. 

A child's digital safety must be ensured for all stakeholders: 

for developers and operators — due to the availability of internal technical and legal documentation, 

data maps, training and model update protocols, change logs, Child Impact Assessments, Child Safety Data 

Sheet, and verification and audit reports; 

for children and their legal representatives — through accessible interfaces and materials explaining 

the logic of the system, its purpose, risks, and security settings (parental controls, refusal to personalize, 

time limits), taking into account age, level of digital literacy and socio-cultural context; 

for regulators and supervisory authorities — through the provision of a complete technical, 

methodological, legal and ethical dossier, including architectural schemes, training protocols, threat 

models and risk analysis, event logs, results of internal and external audits of child safety; 

for third parties affected by the decisions of the system (teachers, doctors, guardians, content 

providers) — through the creation of mechanisms for access to public explanations, appeal, appeal 

procedures, and independent monitoring. 

Ensuring the digital safety of a child includes the mandatory disclosure of at least the following 

information: sources and categories of data; Legal status and contact details of the developer or operator; 

the intended purpose of the system and the contexts of its use; functional limits and known reliability 

limitations; the degree, nature and method of participation of the AI system in decision-making about the 

child; availability and parameters of parental control; retention and deletion terms and policies; the level 

of risk and the results of the impact assessment on children's rights, as well as the maintenance of a decision 

log (audit log) with the recording of key events, configurations, changes in models and interventions of the 

human operator, and the conduct of internal and external audits of child safety with access to the technical 

dossier. 

Explainability and accessibility in the context of children means the ability of the system to provide 

a meaningful, structured and age-appropriate interpretation of the logic of decision-making, including a 

description of the model and methods of calculation, weights and key features, the level of uncertainty, the 

degree of human participation in decision-making, the safeguards applied and alternative options for the 

child. The explanation must be adapted to age, cognitive, and sociocultural characteristics and provided 

in plain language without excessive technical jargon, and the system must provide multi-level explainability 

— technical, functional, and ethical — and provide tools for the implementation of children's rights (refusal 

to profile, correct and delete data, human review). 

In the public sector, as well as in cases where AI decisions can affect the rights, status, access to 

resources or social reputation of a child, the lack of effective mechanisms to ensure security and 

accountability, the provision of formal, overly technical or obscure messages, or the use of manipulative 

or misleading interface solutions is recognized as a violation of good governance and the principle of the 

best interests of the child. In such cases, the authorized national AI regulator has the authority to suspend 

or terminate the operation of the system, initiate an inspection (including investigation of incidents), revoke 

or revoke the permit or certificate of conformity, and is obliged to publish a public justification for the 

measures taken, ensuring the right to appeal. 

In order to unify approaches to children's digital safety and explainability of decisions, authorized 

national bodies in the field of AI develop and periodically update the National Guidelines on Children's 

Digital Safety and Age-Appropriate Design. Such recommendations determine the categories of models 

and services according to the degree of risk to children, requirements for their documentation, examples 
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of proper implementation in sensitive areas (education, healthcare, social networks, games), templates of 

multi-level explanations, communication protocols with children, their parents and teachers, as well as 

mechanisms for responding to complaints or requests. Compliance with these recommendations is 

mandatory during the certification of high-risk systems and public procurement, and can be used by courts, 

auditors and human rights organizations as a benchmark in checking the legitimacy of algorithmic 

decisions regarding children. 

The principle of digital safety of the child is a guarantee of public trust, legitimacy of digital 

solutions, prevention of harm and proper implementation of the legal regime of liability in the field of 

artificial intelligence. 

60.1 Objects of legal protection. 

1. Dignity and integrity of the person  — an absolute prohibition of humiliating, violent or 

manipulative practices that exploit the age and cognitive vulnerabilities of the child; covers physical, 

psychological, informational and reputational integrity, prohibition of algorithmic dehumanization, 

stigmatization, shaming/bullying, coercion (including "dark patterns" of the interface), the use of emotional 

tracking for influence, as well as the dissemination or generation of content that humiliates honour and 

dignity;  requires the application of the principle of least harmful impact, permanent human control and 

immediate termination of functions capable of causing humiliation. 

2. Health - covers the protection of the physical and mental state of the child, including the 

prevention of behavioural and content risks that can threaten life or health, as well as mental risks, including 

stress, anxiety, addictions, and cyberbullying. 

3. Development and education. It is prohibited to use algorithmic practices that create barriers to 

development and education, including those that limit access to opportunities, form closed development 

scenarios ("lock-in") or imply stigmatizing predictions of educational or professional trajectories. 

4. Privacy and family life. The inviolability of the child's privacy and family life is guaranteed, which 

covers the secrecy of communications, living space, everyday life and family relationships; unauthorized 

interference or disclosure of relevant data is prohibited; Processing and transfer of personal information is 

allowed only if there is a legal basis and in compliance with the principle of controlled access and restriction 

of purpose. 

5. Autonomy and self-determination. Every child has the right to maintain autonomy and self-

determination in a digital environment that includes: 

а) the right to an understandable, accessible and age-appropriate explanation of the decisions of 

artificial intelligence systems; 

b) the right to opt out of profiling or automated personalization without prejudice to access to 

educational, social or other basic services; 

c) the right to human review, re-evaluation and motivated confirmation of any automated decisions 

affecting his/her rights, status or development opportunities. 

6. Digital reputation and the right to be forgotten. A person has guaranteed protection against long-

term "digital scars" and false or distorted inferences; the right to correct, restrict or delete such data in 

accordance with the procedure established by law is ensured. 

60.2 Scope and contexts of application. 

1. Family and home context — smart toys (toy robots, constructors with sensors, interactive books), 

children's gadgets and wearable devices (fitness bracelets, location trackers, smart watches), family 

assistants and smart speakers, TVs and set-top boxes with artificial intelligence, baby monitors, home 

cameras and intercoms with AI functions, smart home systems in children's rooms. For these devices, the 

following are mandatory: local data processing by default; the presence of physical indicators and hardware 

switches of the microphone and camera; the prohibition of hidden recording and remote activation without 

consent; minimization of the amount of data and reduced storage periods; the absence of profiling and 

commercial advertising; parental control functions and "child mode" with time limits; the prohibition of 

geolocation tracking without urgent need; the presence of a "kill switch" and incident log. 
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2. Education and leisure — school digital platforms, assessment systems, online courses, 

educational and entertainment games, social networks, streaming services, and content platforms available 

to minors. 

3. Health & Wellbeing — telemedicine services, wearable physical monitoring devices, mental 

health apps, and algorithmic services with recommendations for children. 

4. Public space and transport — video analytics systems in schools, on the streets, in public 

transport, as well as other access control systems that cover children. 

5. State electronic services are services related to obtaining benefits, maintaining state registers, 

identification and execution of digital documents of minors. 

6. Information environment — relationships cover both direct interactions of the child with AI 

systems and indirect influence through recommendation algorithms, content moderation, targeting systems, 

and ranking of information in search. 

60.3 Risk taxonomy (normative classification). 

1. Physical risks — incitement to dangerous challenges and practices that may cause injury or self-

harm; localization of the child through GPS, Wi-Fi or other beacons with the ability to determine the place 

of residence or routes; unauthorized or incorrect control of connected devices and toys (robots, drones, 

vehicles, smart home systems), which poses a security risk; provision by an algorithmic system dangerous 

or medically incorrect advice; cyber-physical incidents in AR/VR environments, including kinetic injuries 

or provoking attacks; exceeding the permissible physical and cognitive loads in fitness and gamified 

applications. 

2. Psychological risks —  the occurrence of anxiety and depression, emotional exhaustion, the 

formation of dependence on algorithmically designed dopamine interface patterns and other mechanics that 

exploit the child's cognitive or age-related vulnerabilities. 

3. Cognitive risks — distortion of perception of reality through unlabelled synthetic content or 

mixing of facts and fiction; formation of information "bubbles" and attention tunnels (filter bubbles, echo 

chambers); substitution of critical thinking with automated responses and the emergence of an "algorithm 

authority effect" (automation bias); distortion of self-assessment and strengthening of social comparison; 

imposition of heuristics and anchors through interface design, rating systems and mechanisms "trends"; 

decreased ability to concentrate due to dynamic tapes and intrusive messages; cognitive overload and 

stimulation of unproductive multitasking; educational losses (learning loss) arising from the replacement 

of one's own work with AI solutions; manipulation of the order and form of presentation of facts (framing, 

priming); errors or "hallucinations" of models that mislead users and form false ideas. 

4. Social risks — cyberbullying and online harassment (hate speech, hailing, doxxing, raids and 

mass complaints); grooming and recruitment; marginalization, isolation and "out casting" due to the 

algorithmic reinforcement of "information bubbles", biased ranking, "shadow bans" and manipulative 

recommendations; discriminatory or erroneous automated moderation or identification decisions (including 

automatic age determination) leading to unjustified blocks, reduction coverage or deprivation of access to 

education, social services or benefits; reputational damage due to synthetic manipulations (deepfakes, fake 

quotes, fake screenshots, edited content) and coordinated campaigns (botnets, astroturfing); increasing 

social inequality through targeted impact on vulnerable groups (on the grounds of disability, ethnicity, 

language, migration status, financial situation); substitution of the child's social subjectivity through 

algorithmic "assignment of roles" and the imposition of stereotypes. 

5. Information risks — unlawful collection, leakage or re-identification of data; cross-inferences that 

allow the recovery of sensitive information; formation and storage of "sticky" shadow profiles without the 

child's knowledge or consent. 

6. Economic risks — fraudulent practices, forced or manipulative involvement of a child in financial 

transactions, including imposed costs through micropayments, hidden gamification mechanics, or 

aggressive "soft monetization" design that exploits age or cognitive vulnerability. 
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7. Legal risks — algorithmic profiling, which leads to stigmatization, the formation of predictive 

profiles with long-term negative consequences for access to education, insurance, social or administrative 

services, and also creates a risk of discriminatory restriction of rights. 

8. Cultural and ethical risks — imposition and reinforcement of stereotypes (gender, ethnic, 

disability or social status), normalization of violence, hate speech and discriminatory practices; 

dissemination of age-inappropriate content (sexualization, gambling, drugs, self-harm) under the guise of 

recommendations or educational materials; cultural appropriation, erasure or marginalization of languages 

and identities, dissemination of imperial or colonial narratives; substitution of children's subjectivity by 

algorithms (imposition of roles, value "guardianship" of the system, manipulative formation of a 

worldview); use of hidden advertising or branding. Age labelling and filtering of content, transparent 

indication of origin (including designation of synthetic materials), respect for cultural and linguistic 

diversity, the family's right to an alternative, and effective complaint and appeal mechanisms are ensured. 

9. Risk levels are defined as low, medium, high and unacceptable; the category of "unacceptable" 

entails an express prohibition of the use or immediate disabling of the relevant function of the system. 

60.4 Age groups and additional vulnerabilities. 

1. 0–6 years (early age).  

Physical and mental safety is a priority. 

− Screen time is minimal; interaction — in short offline sessions. 

− Personalization, profiling, and any advertising are prohibited. 

− Data collection is zero by default; lack of cross-platform tracking; using only short-lived local 

buffers. 

− Biometrics and emotional tracking are prohibited. 

− Network functions and micropayments are disabled. 

− Camera and microphone are activated exclusively by a single action of an adult, with hardware 

indicators and switches. 

− The content is age-appropriate, without quick stimuli and oversaturation with audiovisual effects. 

− Parental settings are required (time limits, "sleep/lessons", incident log). 

− Data — without storage or transfer to third parties, processing is local. 

2. 7–12 years old (junior schoolchildren). 

Priority — safe education and development with a transparent and understandable interface. 

− The interface and messages are age-adapted. 

− Time limits and "lesson/sleep mode" are mandatory. 

− Game monetization (micropayments, loot boxes, pseudo-random rewards) and manipulative 

retention mechanics (endless scrolling, streaks, forced quests) are prohibited. 

− Psychotypic targeting and personalized advertising are prohibited. 

− Data minimization; lack of cross-platform tracking. 

− Chats — only with pre-moderation and filters; Private contact with adults is prohibited. 

− Parental settings are required (content filters, notification control, activity reports without access 

to private content). 

− AI decisions are explained in "children's language". 

− Emotional tracking is prohibited. 

− Push notifications are limited; Personalization — with the ability to turn off. 

Local data processing by default with short retention periods. 

3. 13–15 years (teenagers).  

The priority is protection from social and psychological risks. 

Mandatory "detox mode" of the feed and recommendations by default with a visible explanation of 

"why am I seeing this?" and a "no personalization" toggle. 

Targeting by psychotype, behavioural or emotional profiles, personalized advertising, and the 

formation of look-alike audiences are prohibited. 
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Private messages are allowed only with the explicit consent of the teenager, with the possibility of 

blocking unwanted contacts; provides automatic clipping of fraudulent accounts and adults without mutual 

connections. 

− Mandatory toxicity filters, simple reporting mechanisms, and operational moderation. 

− Push notifications are restricted, streaks and "inactivity penalties" are prohibited. 

− Age verification is carried out without storing excessive personal data. 

− Location, biometrics, and emotional tracking are turned off. 

− Data is stored for a short time, end-to-end encryption is used. 

− Parental control is carried out in the form of aggregated reports without access to private content. 

− Mandatory presence of buttons "ask for help" and protocols for escalation of risks (self-harm, 

violence). 

4. 16–17 years old (older teens). 

Priority — expanded rights to self-determination and participation in decision-making regarding 

one's own data. 

- The explanation of AI solutions should be multi-level (technical, functional, ethical) with the right 

to ask questions and get alternatives. 

- Predictive profiles of "future trajectories", psychotype targeting, emotional tracking and data 

monetization are prohibited. 

- The right to refuse profiling and advertising, as well as the right to "invisible use of». 

- Privacy of communications is guaranteed by default: end-to-end encryption, profile visibility 

control, geolocation blocking. 

- Self-monitoring tools for time and notifications are provided. 

- Age verification is carried out without storing documents. 

- Access to data portability, decision logs, and appeal mechanisms is provided. 

- In sensitive areas (education, labor, insurance, lending), it is prohibited to make automated 

decisions without human review and consent of the child; Scoring of educational, career or financial 

chances is expressly prohibited. 

5. Additional vulnerabilities. 

The category of children with additional vulnerabilities includes: children with disabilities (physical, 

sensory, intellectual, psychosocial), including manifestations of neurodiversity; children with chronic 

diseases; internally displaced persons, refugees, stateless, children who have survived armed conflict or 

trauma; children without parental care (boarding schools, foster families), from large or single-parent 

families; economically vulnerable; representatives of linguistic, cultural and ethnic minorities; children 

from rural or remote communities, as well as those with limited access to the network. 

For such groups, increased precautionary standards apply: 

- principle "minimal data — default»; 

- prohibition of profiling, personalized advertising, geolocation tracking, and emotional analytics; 

- adapted interfaces appropriate to age and accessibility requirements (WCAG, simple language, 

alternative formats); 

- ensuring offline equivalence and the right to an alternative; 

- increased human surveillance and accelerated escalation of incidents; 

- prevention of re-traumatization (content filters, opt-in communication only); 

- Secure age verification without storing documents; 

- conducting a separate Child Impact Assessment with special safeguards; 

- Short data retention periods, end-to-end encryption and prohibition of transmission to third 

parties; 

- priority of local processing and lack of cross-platform tracking. 

60.5 Guarantee standards (structure of mandatory fuses). 

1. Legal guarantees:  there is a direct ban on psychotype targeting, emotional tracking and the 

creation of "predictive profiles" for children; commercial monetization and cross-platform tracking of 
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children's data are unacceptable; the processing of children's data is carried out exclusively on the grounds 

determined by law in compliance with the principles of minimization, targeted restriction and short storage 

periods; the burden of proving the need for processing rests with the operator; the implementation of the 

child's rights is guaranteed and its legal representative to information invisibility, refusal of profiling and 

advertising, access, correction, deletion and portability of data, as well as the right to object to automated 

decisions; all decisions that have significant legal or factual consequences for the child are subject to human 

review with a mandatory reasoned explanation; The use of data processing is possible only with the 

informed consent of the legal representative and, taking into account the age and maturity of the child 

himself/herself; it is forbidden to use "dark patterns" when obtaining consent; it is mandatory to conclude 

contracts with processors (DPAs); the transfer of child data to third parties, as well as cross-border transfers 

without adequate legal and technical safeguards, are prohibited; The operator is obliged to report incidents 

and provide effective remedies, including complaint, appeal and compensation. 

2. Organizational guarantees: appointment of a responsible Child Safety Officer and creation of a 

cross-functional child safety committee; approval of a clear RACI matrix and accountability to the board 

of directors; implementation of "child safe by default" and "child safe by design" policies at all stages of 

the development lifecycle (SDLC); mandatory onboarding training and annual refresher courses for all 

roles,  as well as specialized trainings for moderators, educators and developers; due diligence and signing 

of NDAs by personnel who have access to child data; application of the principles of minimum privileges 

and division of duties; development and implementation of incident management procedures with response 

plans (RTO/RPO), communication channels with parents and educational institutions, as well as regular 

training (tabletop exercises); change management and release control with mandatory "child gates"; 

maintaining a supplier map and a register of processors with due diligence, conclusion of data processing 

agreements (DPA), establishment of technical and ethical requirements, periodic audits, SLAs and the right 

of inspection; supplier inspection log and risk matrix; introducing a process of preliminary ethical and legal 

review of experiments and A/B tests; the functioning of internal and external channels for reporting 

vulnerabilities and abuses (including anonymous "whistleblowing") and responsible disclosure programs; 

regularly conducting internal audits, determining KPIs/KRIs for child safety and reporting to management; 

implementation of recruitment protocols and psychological support for moderators and staff working with 

traumatic content; prohibiting the use of "shadow IT" and setting policies for working with data outside the 

production environment. 

3. Technical guarantees: on-device data processing and the principle of "minimum data is the 

default"; end-to-end encryption of data in transit and in storage (TLS 1.3+, AEAD) with secure key 

management in specialized modules (HSM/KMS), with key rotation, distribution of roles and escrow 

procedures; segmentation and isolation of child data (tenant isolation), access control on the principle of 

least privilege, multi-factor authentication; short and declared data retention periods (TTL/retention policy) 

with automatic and verifiable erasure from replicas, backups, caches and indexes; transparent 

personalization switches and "information invisibility mode"; technical blocking of the creation or storage 

of "predictive profiles of the future", prohibition of cross-platform tracking; abandonment of external 

trackers, SDKs, and telemetry, in addition to the critically needed modules running in the sandbox with 

restrictions and a data processing agreement (DPA); logging of solutions and accesses with tamper-evident 

protection, maintaining a full trajectory of data and models (data/model lineage) with versioning; 

introduction of emergency fuses and "kill switch" mechanisms (rate limiting, circuit breakers, release 

blocking) for dangerous functions; safe model training: exclusion of children's data from training sets, 

filtering out toxic and age-inappropriate content, application of differential privacy and/or federated training 

where appropriate; protection against leaks due to inference or playback: I/O filters, context restrictions, 

confidential modes, content hashing, protection against prompt injection and jailbreak attacks; secure 

releases (staging, canary deployments, rollback), component list maintenance (SBOM), supply chain 

checks, regular vulnerability scanning, and pen tests; labeling synthetic content and applying age rules for 

recommenders; compatibility with "Do Not Profile / Do Not Track" signals and support for open APIs for 

parental controls. 
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4. Educational guarantees: provides a standardized package of activities for children, parents, 

teachers and operators, including: 

(a) providing age-appropriate explanations in a multi-level form (short, detailed, for experts), in 

simple CEFR language A1–B1, in multimedia formats (text, icons, video, audio, comics), localized in 

national minority languages and available in accordance with WCAG standards (easy speech, subtitles, sign 

language); 

(b) development and application of national guides on digital literacy and child safety, as well as 

training modules for schools, parents, doctors and moderators; 

(c) creation of a catalog of informed consent and withdrawal templates, messages and warnings in 

simple language, containing explanations: "what does the AI system do", "what data is processed", "how 

to opt-out"; 

(d) implementation of crisis communication protocols (in cases of self-harm, violence, data 

leakage), notification scripts and contact directories for help; 

(e) setting requirements for interfaces: a clear indicator of AI participation, safety tips, interactive 

comprehension checks without saving the child's responses, healthy use timers; 

(f) conducting regular information campaigns and evaluating their effectiveness (comprehension 

surveys, reach and usefulness metrics, public reports without personal data). 

5. Audit guarantees: the mandatory Child Impact Assessment is carried out before the launch of the 

system, after each significant change to the model, data or interface, and at least once a year. The "Child 

Safety Passport" is published in the public domain with updating within 30 days after the changes. High-

risk functions are annually subject to an independent external audit with the provision of independence 

criteria (no conflict of interest, auditor rotation at least once every 3 years). 

The audit covers: 

(a) completeness of documentation, data maps, and data and model trajectories (data/model 

lineage); 

(b) setting up and efficiency of technical and organizational controls (kill switch, Do Not Profile, 

age filters, retention policies, encryption, synthetics labelling));  

(c) checking solution logs (tamper evident), selective reproduction of cases, testing interfaces for 

the presence of "dark patterns»; 

(d) verification of educational and assessment datasets for the absence of children's data and age-

inappropriate content;  

(e) vendor audit — DPA, SLA compliance and right of inspection; 

(f) conducting red teaming and safety tests according to ethical protocols without involving minors 

in risky scenarios. 

The result of the audit is a report with a classification of findings (critical, high, medium, low), a 

corrective action plan (CAPA) with elimination deadlines (24/72 hours for critical and high), conformity 

attestation and a public summary without personal data. In case of critical non-compliances, the operator is 

obliged to immediately stop the relevant functions until the violations are eliminated. Regular monitoring 

of child safety KPI/KRI and annual submission of a transparent report to the regulator are provided. 

60.6 The burden of proof and the principle of proportionality. 

The operator is obliged to prove the necessity of each data processing operation, its proportionality 

and compliance with the principle of minimization; Reference to "technical impossibility" does not exempt 

from the performance of the established guarantees. 

The consent of the legal representative or the child himself is not recognized as a self-sufficient basis 

for high-risk practices; Their application requires additional legal and technical bases, along with proper 

safeguards. 

In case of doubt, all interpretations are made in favour of the child's safety. 

60.7 Procedure for assessing the impact on children's rights (core of compliance). 

Identification of functions related to children, data mapping, threat modelling, and the formation of 

risk scenarios according to an approved taxonomy. 
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Assessment of the likelihood and severity of potential harm; determination of minimization measures 

(legal, technical, organizational). 

Testing of the system taking into account age groups; consultations with teachers and psychologists; 

preparation of a public short report and a "Child Safety Data Sheet". 

Developing an incident response plan: setting SLAs to disable dangerous features, informing 

parents/guardians, and taking corrective action. 

Periodic review (at least once every 12 months) or sooner in the event of a change in model, data, or 

incident. 

60.8 Normative illustrations (examples of application of the definition). 

1. School platform with recommendations: personalization is allowed only for educational purposes 

(curriculum, individual development program), without behavioural or emotional profiling and without 

advertising; it is forbidden to generate or save predictions of the "career trajectory", scoring assessments or 

"future paths" of the child; mandatory switch "without personalization" (information invisibility mode) in 

one click; clear delineation of access roles: student — minimum amount of data; teacher — methodological 

tools without access to private journals; parents — only aggregated summaries; administrator — only audit 

functions; minimizing data and prohibiting the use of external SDKs, telemetry, and cross-platform 

tracking; keeping a log of tamper evident solutions and explaining the principle of "why this 

recommendation"; use of source whitelists, age filters and anti-harm dictionaries; shelf life — no more than 

90 days, with automatic erasure from backups and caches; end-to-end encryption (E2E) of all 

communications; ensuring offline equivalence (access to tasks without the use of AI); prohibiting the use 

of data for training third-party models or marketing purposes; the presence of kill switch mechanisms and 

the "lesson/exam" mode with blocking hints; quarterly Child Impact Assessment with a public summary of 

the results; Annual independent audit of compliance with child safety standards. 

2. Social networks for teenagers function under the following conditions: the feed is formed in 

"detox mode" by default (without endless scrolling, autoplay of the video and aggressive return triggers; 

the "last first" option is provided); psychotypical targeting, behavioural and emotional profiles, 

personalized advertising and look alike of the audience are prohibited; loot boxes and gambling-type 

mechanics are prohibited; push notifications — no more than once a day and exclusively of a service or 

security nature; recommendations are subject to explanation "with one click" ("why am I seeing this?"), 

with the presence of a "no personalization" switch; Privacy is provided by default: profiles are closed, 

profile visibility control is provided, geotags and location are disabled, indexing is limited to search; private 

messages: requests from strangers are prohibited, correspondence is possible only after mutual 

confirmation; by default, communication with adults without joint connections is blocked; Toxicity and 

spam filters are applied, a simple reporting mechanism and moderation SLAs of up to 24 hours are provided; 

Security Tools: "Ask for help" button, quick blocks, "pause notifications", the ability to hide preference 

counters; content filters from age-inappropriate or harmful content and mandatory labelling of synthetic 

materials; the amount of data is limited to a minimum, without cross-platform tracking and external SDKs; 

storage periods do not exceed 90 days; private messages are end-to-end encrypted; all decisions are 

recorded in a log with tamper evident signs; age verification is carried out without storing documents; the 

use of children's data for training third-party models is prohibited; Kill switch is provided for dangerous 

functions; the "Child Safety Data Sheet" is published. 

3. Smart children's toys with sensors. A smart toy with a camera or microphone is allowed to be 

used only if the following requirements are met: all image and sound calculations are carried out exclusively 

locally; the microphone and camera are equipped with hardware indicators and physical switches; cloud 

functions, external connections, third-party SDKs and telemetry are prohibited; network interfaces, 

geolocation, face and emotion recognition are disabled by default; a parent panel with time limits is 

provided,  sleep/lesson, instant lock and remote erase modes; microphone and video recording is prohibited 

by default, short-lived buffers are used without writing to disk; all settings and logs are stored in encrypted 

form, with signs of unauthorized modification; each device has unique cryptographic keys; secure pairing 

with other devices is carried out only with the participation of an adult (PIN, QR code or physical action 
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on the case); pairing with unknown devices is prohibited; firmware update is possible only in the form of 

packages signed by the manufacturer, with rollback protection; a public log of firmware changes is kept; 

there is a "private room" mode (complete ban on sensors) and "guest" (without saving data); it is forbidden 

to form long-term profiles of children,  monetize data or use it to train third-party models; a set of labelling 

"Child Mode" and "Child Safety Data Sheet" with support contacts and a complaint procedure is mandatory. 

Toys that do not meet these requirements are not allowed for circulation on the territory of the State. 

4. Electronic medicine for teenagers. AI systems used in the field of e-medicine for minors are 

subject to qualification as high-risk and are allowed to be used only if the following requirements are met: 

AI advice is exclusively advisory in nature and does not equate to a diagnosis; mandatory disclaimer: "not 

for emergencies"; the decision is made exclusively by a qualified medical professional (human-in-the-loop); 

the user is provided with available offline alternatives without AI; clinical chats and video communication 

are carried out with mandatory verification of a specialist and logging of consultations; medical data is 

classified as "particularly sensitive" and is subject to: end-to-end encryption, loop isolation (separate 

storage of identifiers and clinical records), minimization of storage volume and shelf life (TTL ≤ 90 days), 

prohibition of "perpetual" backups and complete prohibition of transfer to third parties and use of third-

party models for training; personalization, advertising and cross-platform tracking are prohibited; emotional 

tracking, the formation of "profiles of the future" and behavioural scoring are prohibited; access to the 

service is carried out on the principle of two-factor consent of the child and parents (taking into account 

age/maturity), with the possibility of private consultation in cases provided for by law; all AI 

recommendations should be accompanied by explainability: indication of the grounds, level of uncertainty 

and proposed alternatives; security protocols are in place: an "SOS" button, routing to hotlines/emergency 

services, an escalation SLA of no more than 15 minutes in case of a risk of self-harm or violence, as well 

as a "kill switch" for disabling dangerous functions; the models used are validated on paediatric samples, 

contain filters of toxicity and age-related inappropriateness; Children's data is excluded from training, 

except in cases of differential privacy or federated learning by separate consent; Telemedicine services 

provide: logging of all accesses, control of protocol versions, prohibition of diagnostic applications without 

certification as a medical device, and complete rejection of third-party SDKs and telemetry; Each e-

medicine service has an offline equivalent. 

Failure to comply with the requirements of this article is the basis for prohibiting the functioning of 

the system, imposing administrative liability and withdrawing from circulation. 

Basic principles and limits of the use of AI for minors. 

1) Any design, training, deployment and use of artificial intelligence systems related to minors is 

carried out according to the principle of "safety first" and "the best interests of the child". In the event of a 

conflict, uncertainty or doubt, a presumption in favour of the child (in dubio pro minore) applies. The 

operator is obliged to prove the necessity and proportionality of each data processing operation and to 

choose the least invasive means of achieving the end. Economic feasibility, convenience or technical 

complexity cannot justify a reduction in the level of protection. The principle is inalienable and cannot be 

limited by the terms of the service, the contract or the consent of the user. risk of significant harm to the 

child, the operator is obliged to immediately suspend the relevant functions of the system until the risks are 

completely eliminated, and the safety is confirmed by an independent audit or an authorized body. 

Failure to comply with the requirements of this Article shall result in the prohibition of the operation 

of the system and bringing the operator, supplier or manufacturer to responsibility in accordance with the 

applicable legislation of the State and applicable international regulations. 

2) The principle of data minimization and impact. Only the minimum necessary data is processed, 

without which a particular function of the service cannot work. Prohibited: data collection "in reserve", 

cross-platform tracking, external telemetry or SDK without critical need. Principles apply: target limitation 

and retention for the lowest possible period (TTL) with automatic erasure from replicas, caches and 

backups. Personalization outside of a narrow legitimate purpose is disabled by default; the user is provided 

with a simple "No personalization" switch and information invisibility mode. The data is subject to 

aggregation and pseudonymization if possible. The use of biometrics, geolocation and other sensitive 
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categories is allowed only based on the law, with explicit informed consent and only in the absence of a 

less invasive alternative. Also prohibited: hidden models of psychological influence, gamification of 

addiction (reward games, streaks, loot boxes), exploitation of age-related vulnerabilities and manipulative 

interface patterns. Push notifications are limited to a minimum and are allowed only in the form of neutral 

informational messages. The operator is obliged to conduct a proportionality test and document the data 

map with the justification of each attribute, ensure that it is updated and accessible to regulatory authorities. 

3) The principle of age-appropriate design. The design of interfaces, texts, messages, interaction 

mechanics and the attention economy is carried out considering the age, level of maturity, cognitive 

capabilities and vulnerabilities of the child. Provided: simple and understandable language, accessibility in 

accordance with WCAG standards, including subtitles, alternative descriptions, sign language, localization 

in minority languages. Secure default settings (privacy-by-default) are set: minimal data, geolocation, 

biometrics and profiling are disabled.  Manipulative and addictive mechanics are prohibited, including: 

endless scrolling, autoplay, streaks, forced quests and "penalties" for exiting. Push notifications are limited 

to a minimum and are allowed only within reasonable need. The user is provided with transparent and 

symmetrical choices without "dark patterns", including: a visible "no personalization" switch, "lesson" and 

"sleep" modes, an explanation of "why am I seeing this?" in one click, simple undo actions and delete data. 

Clear age markers and indicators of AI participation in interaction are established. The parent outline 

provides aggregated summaries without access to the child's private content. All systems undergo 

mandatory testing with representatives of target age groups; the results are documented in the Child Impact 

Assessment, which is subject to updating and submission to regulatory authorities. 

4) The principle of transparency and control. The operator shall ensure clear, timely and verified 

disclosure of information about the participation of the AI system in the interaction with the child and 

provide effective means of exercising the rights and control settings. Minimum requirements include: 

explicit labelling of each interaction/decision involving AI (indicator "AI/AI"); multi-level explanations 

("brief/detailed/technical") in simple language taking into account age: the purpose and role of AI, logic, 

influencing factors,  data sources, level of uncertainty, alternatives; transparency of the origin of content 

and labelling of synthetic materials; register and public description of the involved processors, SDKs, cloud 

services, data flows, storage locations, and terms (TTL/retention); Available controls: "No personalization" 

toggle, refuse profiling, disable geolocation/biometrics/emotional analytics, limit notifications, 

"lesson/sleep" mode, delete history; individual rights: access, correction, deletion, portability, objection to 

an automated decision, the right to human viewing — free of charge and without discrimination of access 

to the service; access to a fragment of the decision log (tamper-evident) in cases of the impact of an 

algorithmic decision on the rights or opportunities of the child; Advance notice (30 days in advance) of 

material changes to processing models/policies with the right to opt out or opt for offline equivalence; the 

mechanism of complaint and appeal through unified channels (application, e-mail, hotline), the response 

period is no later than 10 working days; compatibility with "Do-Not-Profile/Do-Not-Track" signals and 

open parental control APIs; localization of explanations and interfaces into minority languages and 

compliance with accessibility standards (WCAG, subtitles, sign language, plain language); prohibition of 

"dark patterns" in explanations and settings; symmetry of consent/withdrawal actions; preservation of the 

transparency dossier (technical, methodological, legal) and its submission to the regulator together with the 

current Child Impact Assessment; absence of negative consequences for the child in case of refusal of 

personalization or profiling (offline equivalence, immutability of basic access to educational and 

government services). 

60.9 Basic principles and limits of the use of AI for minors. 

1. The principle of the safety and best interests of the child — the protection of the child has 

unconditional priority over commercial, analytical or experimental interests. 

2. The principle of data minimization and influence — it is allowed to collect only data necessary 

for the basic functioning of the service; hidden models of psycho-emotional influence, reward game 

mechanics, and exploitation of age-related vulnerabilities are prohibited. 
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3. The principle of age-appropriate design — interfaces, texts, and mechanics should be 

understandable to the child; the use of "dark patterns" that stimulate excessive exposure or disclosure of 

data is prohibited. 

4. The principle of transparency and control — the child and/or his/her legal representative receive 

a clear explanation of the actions of AI, the categories of data used, and the consequences of refusing to 

process them. 

5. The principle of locality of risk — data processing is carried out, as far as possible, locally on the 

device; in the case of external processing, increased encryption is applied and clear retention periods are set. 

60.10 Imperative prohibitions. 

Prohibited in relation to minors: 

1. targeted advertising personalized based on psychotypes, neurobehavioral profiles, vulnerabilities 

or predicted emotional states; 

2. automated tracking of emotions, reactions, facial expressions, biometric or behavioural signs 

without the informed consent of the legal representative and the child himself (taking into account his age 

and maturity); 

3. creating or using predictive profiles of future decisions, educational or career trajectories, risks, 

inclinations, or "life paths" of a child based on AI models; 

4. the use of manipulative interfaces that stimulate excessive use (in particular, unlimited scrolling, 

aggressive push mechanisms, "fines" for exiting, gamification of data collection); 

5. algorithmic decisions that lead to discrimination on the grounds of age, sex, health, socio-

economic status, ethnicity or disability; 

6. monetization, resale or use of third-party models for training without separate legal permission 

and in the absence of the child's overriding interests. 

60.11 Conditionally permitted practices (narrow exceptions). 

In cases of protection of the life or health of a child (search for missing children, combating violence), 

temporary data processing with the minimum required volume is allowed, only by decision of the competent 

authority and under the control of the court. 

The collection and processing of anonymized statistics on learning quality or safety is only permitted 

if any possibility of identifying or re-identifying the child is excluded and there is no personalization. 

In the field of school or medical services, the use of AI systems is allowed only under the principle 

of "offline equivalence" of access: refusal to use AI cannot worsen or limit the child's access to the service. 

60.12 Responsibilities of AI System Operators (suppliers, importers, distributors, users). 

1. Operators are required to embed child-safe-by-default child modes, which include: disabling 

trackers, private profiles, lack of external telemetry, and limiting usage times. 

2. Operators are required to implement age-appropriate access assurance without storing sensitive 

documents and without excessive data collection. 

3. Before launching the system, operators conduct a Child Impact Assessment with a mandatory 

public summary report and a risk mitigation plan. 

4. Operators provide transparent explanations of algorithms in understandable and accessible 

materials, which include information: "what the model advises/decides", "what data is processed", "how to 

opt out". 

5. Operators provide "information invisibility of the child" modes, including the ability to use 

without profiling, a simple personalization switch, short magazine retention periods and fast erasure of 

digital traces. 

6. Operators are obliged to prohibit the transfer of children's data to third parties, other than 

processors necessary for the provision of the service, with the inclusion of contractual guarantees and the 

provision of audits. 

7. Operators are required to have kill switch procedures in place for features that pose an immediate risk. 
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60.13 Minimum technical requirements. 

1. Parent outline — a panel with time constraints, lesson/sleep mode, activity summaries without 

access to the content of private communication is provided; Delegated access for guardians is allowed. 

2. Prohibition of forecast profiles — creation and storage of forecast profiles of decisions or 

trajectories of the child is prohibited; The operator is obliged to have a mechanism to confirm the absence 

of such profiles. 

3. Prohibition of emotional tracking — emotional analytics modules are disabled; Their lawful use 

is allowed only locally, for a short time, with a mandatory visible indicator and access log. 

4. Minimization of notifications — algorithmic restrictions on the frequency of push notifications 

are applied; Triggers that force the child to return to the app are prohibited. 

5. Secure recommendations — Whitelists of sources, age-appropriate ratings, content filtering, and 

mandatory logging of audit solutions are used. 

6. Encryption and data deletion — end-to-end encryption of children's data is provided; raw data 

and derived representations are subject to automatic deletion within a specified short time. 

60.14 Consent and rights of the child. 

The processing of the child's personal data is carried out with the informed consent of the legal 

representative; for children who are able to realize the consequences (considering age and level of maturity) 

- also with the informed consent of the child himself. The refusal or withdrawal of consent must be carried 

out in a manner not more complicated than its granting. 

For children without parental care, consent is given by an authorized person in accordance with the 

law; In urgent cases, the minimum necessary processing is allowed until the moment of confirmation of 

authority. 

Your child has the right to access understandable and age-appropriate explanations, to have data 

corrected and deleted, to opt out of profiling and advertising, and to have automated decisions reviewed in 

a human. 

60.15 Public duties. 

1. The state establishes a regime of increased supervision over systems that interact with children 

through their mandatory registration, enhanced auditing and the introduction of labelling "for children". 

2. The state provides a national infrastructure of available technical parental control tools, including 

open API standards for integration by manufacturers. 

3. The state organizes and implements digital literacy programs for children, parents and teachers, 

creates a "single window" of reference materials and standardized informed consent templates. 

1. The state is creating the institution of the Commissioner for Children's Rights in the Digital 

Environment, empowered to carry out inspections, issue orders, impose fines and go to court. 

2. The state provides offline alternatives to state electronic services for children and families who 

have abandoned the use of AI tools. 

60.16 Risk categories and life cycle. 

Systems that interact with children in a targeted manner (educational platforms, games with AI 

agents, smart toys) are classified as at least classified as "high-risk" and are subject to a mandatory pre-

launch impact assessment on children's rights and an annual supervisory audit. 

For each such system, it is mandatory to publish a "Child Safety Data Sheet", which contains a 

description of functions, data categories, risks, mitigation measures, storage periods, incident response 

procedures, as well as responsible persons and contact channels for appeals. 

60.17 Procedural safeguards, incidents and remedies. 

Every child or their legal representative has the right to lodge a complaint with the operator, 

competent supervisory authority or court in accordance with national law; The operator is obliged to provide 

a reasoned response and take appropriate measures based on the results of consideration within a reasonable 

time, which may not exceed ten working days. 
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In the event of a risk of damage, the operator is obliged to immediately suspend the operation of the 

relevant modules or functions (temporary blocking), notify the parents or legal representatives of the child 

and the competent authorities, and take measures to minimize the consequences. 

Remedies include but are not limited to: termination of unlawful data processing, deletion of data 

and derived profiles, compensation for damages, public apology (if necessary), conducting a mandatory 

independent audit. 

60.18 Public Procurement and School Implementation. 

Public procurement of EdTech, Insurtech and HealthTech solutions for children is allowed only if 

there is a certified "Child Safety Data Sheet", implemented modes of information invisibility of children's 

accounts and the absence of any data monetization. 

Educational institutions are prohibited from conditioning the assessment of learning outcomes or 

access to educational services on the use of AI profiling systems; they are required to provide equivalent 

alternative offline procedures. 

60.19 Responsibility. 

The following measures of influence are established for violations: an order to immediately stop the 

violation, fines, temporary suspension of activities in the market, a ban on the use of certain functions, as 

well as personal disciplinary, administrative or criminal liability of officials for intentional or grossly 

negligent actions. 

Aggravating circumstances are, in particular, but not exclusively: the repetition of the violation, the 

significant scale of the children's audience, the use of emotional tracking, the creation of predictive profiles, 

commercialization or other misuse of children's data. 

The following are recognized as mitigating circumstances: prompt independent detection and 

elimination of violations by the operator, conducting a public independent audit and implementing damage 

compensation programs. 
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CHAPTER 61. THE PRINCIPLE OF GENDER EQUALITY IN DIGITAL АІ-

ECOSYSTEMS 
In the field of creation, development, implementation and use of AI systems, the public law principle 

of gender equality is established, which guarantees equality of rights and opportunities for persons 

regardless of gender, gender identity, gender expression or sex characteristics, considering 

intersectionality and the prevention of direct and indirect discrimination at all stages of the technology life 

cycle. 

It is prohibited: any form of gender discrimination, stereotyping or humiliation in the decisions of  

AI systems; the use of "gender determination" modules based on biometric data; the use of "emotion 

recognition" systems to assess the reliability or suitability of a person; forced or implicit genderization of 

users, as well as the imposition of stereotypical roles in content or targeted advertising; deadnaming and 

systemic misgendering; algorithmic practices that lead to horizontal or vertical segregation in employment, 

education, credit, insurance, and access to services. 

It is also prohibited to use direct, indirect and proxy features that reproduce gender bias, in 

particular: combinations of first name, patronymic, titles, marital status, care duties, "career breaks"; 

residential address, availability schedule, type of device; speech or acoustic markers. The processing of 

sensitive data on gender identity is allowed only if there is a clear legal basis, in compliance with the 

principles minimizing scope, restricting access, and prohibiting secondary incompatible use or "default" 

inference. 

Operators and providers are obliged to ensure gender-inclusive data management, in particular: 

sufficient and balanced representation of groups in training and test sets; mandatory disaggregation of 

results at least by gender and gender identity, as well as in intersection with age, disability, language, 

socio-economic conditions; maintenance of "dataset passports" indicating sources, collection periods, 

imbalances and ways to neutralize them; The use of synthetic or rebalanced samples cannot mask systemic 

bias. 

Fairness and transparency of artificial intelligence models are ensured. Before the launch of the AI 

system and in the process of its use in a productive (operational) environment, verification of the fairness 

of models is ensured. For this purpose, the following metrics are used: group and individual fairness 

metrics, in particular Disparate Impact Ratio, Equalized Odds, Calibration by Group; analysis of errors 

by groups using confidence intervals; testing for proxy attributes using model interpretation methods. 

Tolerance thresholds, corrective action plans, and suspension triggers in case of deviations are set for such 

systems. Each significant model update is accompanied by revalidation, a change log, and release notes 

that reflect the impact of the changes on fairness.   

Transparency and explainability of solutions are ensured: for high-risk applications, a "model 

passport" is published, containing information about  the purpose, version, known limitations and the latest 

results of fairness checks; in user interaction, a locally understandable explanation of the result is provided, 

outlining the key factors of influence and the limits of applicability, without disclosing trade secrets in 

excess of the volume, necessary for effective protection of rights. 

Effective human oversight of the functioning of AI systems is established. For this purpose: a 

responsible officer for compliance with the principle of gender equality is appointed with the authority to 

stop or cancel automated decisions; independent ethical oversight is ensured; mechanisms for internal 

whistleblowing are created; regular staff training is provided on the prevention of bias, the implementation 

of intersectional analysis and proper journaling. 

Individual rights to protection against gender bias are guaranteed, in particular: the  right to timely 

information about the use of the AI system; the right of access to an understandable explanation of the 

results; the right to initiate a human review with the suspension of negative consequences until the end of 

the proceedings; the right to file a complaint free of charge and in a simplified form; the right to  receive 

extracts from journals and aggregate fairness reports; the right to appeal against decisions to the 
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supervisory authority and the court. Recorded cases of violations lead to the immediate correction of 

unlawful decisions and the full restoration of violated rights. 

In the field of recruitment, remuneration, shift planning and performance evaluation, any practices 

or algorithmic decisions that directly or indirectly reduce the chances or rewards based on gender or care 

responsibilities are prohibited. In the field of credit, insurance, trade and advertising, the following are 

prohibited: practices of gender segmentation of demand; "pink" pricing; non-admission to products or 

services based on gender; overestimation of risk ratios without proper justification. In the field of health 

and life safety, equal access to diagnostics and recommendations is ensured. The use of typical (default) 

"male/female" settings in symptomatology, training datasets, and interpretation of results is prohibited. 

Interfaces and content of AI systems are developed according to the principles of inclusive design. 

In particular, it is ensured: support for self-defined names and addresses; the use of correct pronouns and 

non-binary options in questionnaires; no coercion to disclose gender identity; neutrality of answers and 

visual images by default; the presence of safeguards in recommendation systems and generative models 

against the reproduction of gender stereotypes, hate speech and gender-based violence; tools to flag and 

quickly remove toxic content. 

All procurement and contracts in the field of AI systems include mandatory conditions for compliance 

with the principle of gender equality, in particular: guarantees  of fairness; requirements for the availability 

and maintenance of "model passports" and "data passports"; the right to conduct an independent audit; 

obligations to eliminate identified violations within a specified time frame; sanctions in the form of 

suspension of the provision of services or access to the system, termination of the contract and 

compensation for damages. In public procurement, priority is given to solutions that have proven inclusivity 

and open reporting. 

Supervision and reporting are being introduced. Operators are obliged to: submit periodic reports 

on the results of fairness checks and recorded incidents of discrimination; notify the supervisory authority 

of critical cases no later than 72 hours later than 72 hours with a corrective action plan; keep logs of 

automated decisions and key equity indicators, store them within the established deadlines and provide 

them for audit; ensure that information on  compliance with the principle of gender equality is entered into 

the state register. 

For violation of the requirements of this section, the following measures are applied: an order to 

immediately eliminate violations; suspension or withdrawal of the system; mandatory refutation of false 

information and removal of discriminatory content; fines and recovery of illegally obtained benefits; 

exclusion from participation in public procurement; in case of repeated or systematic violations, increased 

sanctions and a ban on re-deployment of the system before passing an independent audit. Any rejection of 

minimum guarantees of gender equality is null and void. 

For minors, persons with disabilities, refugees, internally displaced persons, and other vulnerable 

groups, increased guarantees are established, in particular: limitation of risky use scenarios; increased 

threshold criteria for the application of the system; providing individualized alternatives; prioritizing 

human consideration over automated decisions. All provisions of this section are interpreted in accordance 

with the principle of pro persona, with priority given to the effective provision of equality and non-

discrimination in interaction with AI systems. 

61.1. General Provisions. 

The principle of gender equality in the field of AI is established as a public law one. This principle 

means not only a formal prohibition of discrimination, but also an active obligation of the state, suppliers, 

operators, and users of AI systems to ensure de facto equality in access to systems, equality of opportunities 

for their use, and non-discriminatory results. The principle applies to all entities — from developers of 

algorithms and training kits to government agencies that use AI systems in the field of public services. 

principle includes: compliance with international human rights standards in the field of gender equality; 

integration of gender assessment at all stages of the life cycle of AI systems; conducting an audit and 

assessment of the impact on gender equality; creation of mechanisms for correcting the identified 
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imbalances; ensuring transparent and accountable practices aimed at eliminating both historical and 

contemporary gender inequalities. 

1. All systems, data, algorithms, models and design processes are organized to guarantee de facto 

equality of rights and opportunities for all persons, regardless of gender, gender identity, gender expression 

or sex characteristics. This includes:  mandatory inclusion of the principle of gender equality at the stage 

of formation of the terms of reference; conducting gender-legal and socio-technological analysis at the stage 

of data collection and preparation; checking the absence of systemic biases in training and test datasets; 

development of algorithms and models that do not reproduce or reinforce gender stereotypes; ensuring 

inclusive interfaces and results that correspond to the self-determination of users; regular audit of 

implementation and use processes in terms of compliance with the principle of gender equality; creation of 

mechanisms for correction and compensation of damage in case of discriminatory effects. 

2. The principle of gender equality also encompasses the intersectional approach. This means 

considering a combination of different characteristics — age, disability, socioeconomic status, language, 

ethnic origin, place of residence, marital status, and other characteristics — in the process of designing and 

applying AI systems. Intersectionality implies that discriminatory effects can overlap and amplify the 

cumulative impact on the vulnerability of individual groups. Operators and suppliers are obliged to: conduct 

a multidimensional analysis of bias risks; assess the combined consequences for persons belonging to 

several vulnerable groups at the same time; introduce algorithmic and organizational mechanisms that 

minimize multiple discrimination; apply compensatory and restorative strategies in case of detecting 

superimposed effects; document intersectional risks in model passports and in fairness reports. 

3. Both direct and indirect discrimination in the field of application of AI systems is prohibited. 

Direct discrimination refers to clear differences in access to services, refusals of employment or credit, 

which are carried out solely based on gender or gender identity. Indirect discrimination refers to algorithms 

or practices that look neutral on the outside, but create a discriminatory effect. These are the use of proxy 

attributes (residential address, device type, availability timelines) or the use of formal criteria that 

systematically reduce the chances for certain groups. Direct and indirect discrimination are equally 

unacceptable and entail legal liability, as they contradict the basic principle of gender equality and 

undermine trust in AI systems. 

61.2. Prohibited practices. 

Any form of gender discrimination, humiliation, or reproduction of stereotypes in AI solutions is 

prohibited. This includes: explicitly excluding individuals based on gender; using derogatory, stereotyped, 

or discriminatory characteristics in recommendations or classifications; algorithmically reproducing 

traditional stereotypes (e.g., "female" and "male" occupations). 

It is prohibited to use "gender determination" modules based on biometric data and "emotion 

recognition" systems to assess the reliability or suitability of a person. Such technologies pose a high risk 

of bias because biometric and behavioural markers do not reflect a person's real identity and often lead to 

discriminatory outcomes. Their use to access jobs, education, credits or services is unacceptable. 

Forced or covert genderization of users is unacceptable. This includes: automatic assignment of 

gender categories in forms or interfaces; hidden algorithms that classify users by gender without their 

consent; forced choices that do not take into account non-binary identities. 

Stereotypical roles are not allowed in targeted advertising or content. Examples include advertising 

campaigns targeting only women or men in relation to "traditional" roles, or algorithmic promotion of 

content that reinforces outdated gender perceptions. 

Deadnaming (use of the "old" name of a transgender or non-binary person) and systemic 

misgendering (conscious or automated use of incorrect pronouns or addresses) are recognized as forms of 

digital violation of dignity and are prohibited both in internal algorithms and in external interfaces. 

Algorithms that cause horizontal (restriction of access to certain areas of employment, for example, 

technical professions for women) or vertical (barriers to career advancement, the so-called "glass ceiling") 

segregation are recognized as unacceptable. They are subject to mandatory audit, and the identified cases 

must be corrected using corrective mechanisms. 
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61.3. Prohibited signs and proxy indicators. 

The use of direct and derived features (first name, patronymic, titles, marital status, care 

responsibilities, "career breaks", address, availability schedule, device type, speech or acoustic markers) is 

recognized as inadmissible as a manifestation of hidden discrimination. Such features often function as 

proxy indicators that allow algorithms to indirectly determine gender or gender identity and form 

discriminatory decisions on this basis. In particular, the use of marital status or "career breaks" leads to an 

underestimation of the chances of women or persons with care responsibilities in the recruitment process. 

The use of such features is prohibited, except for cases expressly provided for by law and necessary to 

achieve a legitimate goal. All detected cases are subject to correction and audit. 

The processing of sensitive data on gender identity is allowed only if there is a clear legal basis. This 

includes: the existence of a legitimate purpose expressly provided for by law; limiting the amount of data 

collection to the minimum necessary; localization of access exclusively for authorized persons; prohibiting 

any secondary use of data that is inconsistent with the primary purpose; a categorical prohibition of 

automatic inference (derivation of gender identity on indirect grounds). 

Violation of these requirements qualifies as a gross violation of the principle of gender equality and 

entails liability established by law. 

61.4. Gender-inclusive data management. 

Training and test kits provide a balanced representation of different gender groups. Operators and 

suppliers are obliged to form sets in such a way as to avoid underrepresentation of women, men, non-binary 

people and other marginalized categories. In case of imbalances, it is necessary to carry out additional data 

collection, and not be limited to their artificial reformatting. 

The results of the algorithms are subject to mandatory stratification by gender, gender identity, as 

well as in combination with other characteristics (age, disability, language, socio-economic status) in order 

to identify hidden schemes of inequality. Suppliers are required to conduct regular analysis of the results 

and take measures to eliminate imbalances. 

"Data set passports" are kept, which reflect the sources, collection periods, existing imbalances and 

methods used to eliminate them. The passport should contain a description of the procedures for controlling 

representativeness and specific measures to neutralize bias. Documentation is subject to mandatory storage 

within the established time frame and submitted for audit. 

It is prohibited to use synthetic or rebalanced samples to hide systemic bias. It is allowed to use them 

only as an auxiliary tool, provided that the methodology is transparently labelled and explained. The use of 

such techniques to mask the problem or imitate representativeness qualifies as a violation of the principle 

of gender equality. 

61.5. Model Fairness Verification. 

Each model is subject to testing before launch and during use for gender neutrality. This includes 

conducting a preliminary data audit, testing algorithms for bias, and monitoring during system operation to 

prevent the accumulation of discriminatory effects. 

Group and individual equity metrics (Disparate Impact Ratio, Equalized Odds, Calibration by Group) 

are used. Suppliers are required to calculate these metrics in the main scenarios and application contexts, 

publish the results in reports, and take corrective measures in case of non-compliance. 

The analysis of errors by groups is carried out using confidence intervals. The results of the model 

should be evaluated separately for different gender groups and their combinations with other characteristics. 

The margin of error is set in such a way that they do not create a systemic imbalance. 

Testing of proxy features using interpretation methods is carried out. Explainability tools (including 

SHAP, LIME, counterfactual analyses) are used to identify indirect indicators that lead to discriminatory 

outcomes. 

Tolerance thresholds, correction plans, and suspension triggers are set. If the permissible limits of 

bias are exceeded, the system is subject to temporary suspension or restriction until the violations are 

eliminated. The correction plan contains deadlines, responsible persons and corrective measures. 
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Each model update is accompanied by revalidation, change logging, and release notes. Release notes 

must reflect the changes, their impact on fairness, the results of the recheck, and a description of the methods 

used to maintain gender neutrality. 

61.6. Human and ethical supervision. 

Responsible official (Human in Charge) is appointed, who has real authority to suspend or cancel 

automated decisions.  in key decision-making processes, veto power to deploy systems with identified bias 

risks, and full access to data and algorithms for verification. 

The responsible person documents compliance with the principles of gender equality. He keeps audit 

logs, draws up regular reports on identified risks, records cases of discrimination and measures taken. 

Documentation is standardized, contains quantitative indicators and qualitative conclusions and is subject 

to submission for internal and external audit, including by government agencies and independent experts. 

The activities of the responsible person are controlled by independent ethical bodies. Such bodies 

have the right to initiate inspections, demand explanations, provide recommendations and oblige operators 

to take corrective actions in cases determined by law. They are formed from specialists in the field of law, 

ethics, sociology, technology and representatives of civil society. 

Secure channels for whistleblowing are created. They guarantee anonymity, protection from negative 

consequences or harassment, and ensure an effective response. Each notification is recorded in a special 

journal with the designation of the time, topic and results of consideration. Mandatory terms for 

consideration of appeals and mechanisms for informing the applicant are established. 

Personnel working with AI systems are required to receive regular training on bias, intersectional 

analysis, and logging. The programs include theoretical knowledge and practical cases on risk analysis and 

response scenarios. Training is carried out at least once a calendar year, accompanied by testing and 

assessment of competence, and the results are recorded in the internal reports of the organization. 

61.7. Specific applications. 

In the field of employment, any form of discrimination in the selection, payment, shift planning, or 

evaluation is prohibited. This includes prohibiting the use of automated selection systems that reduce the 

chances of candidates based on proxy traits (including career breaks, marital status, availability schedule), 

as well as algorithms that create or consolidate unequal conditions for promotion or salary increases. 

Employers are required to regularly check recruitment systems and HR analytics for compliance with the 

principle of gender equality and eliminate identified violations within the established time frame. 

In the financial and commercial spheres, the following are prohibited: gender segmentation of 

demand, "pink" pricing, overestimation of risk ratios for certain gender groups, and restriction of access to 

products and services based on gender or gender identity. Credit scoring algorithms, insurance models and 

price segmentation systems are subject to mandatory audits for bias. In case of violations, suppliers are 

obliged to eliminate them and notify users of the change in the rules. 

In the field of healthcare, equal access to diagnosis, treatment and preventive measures is guaranteed 

without the use of "male/female" defaults in symptoms or decision-making algorithms. It is prohibited to 

use training kits that ignore the specifics of diseases in different gender groups. Developers are required to 

include non-binary and intersectional data in health systems. Diagnostic and clinical recommendation 

algorithms are subject to checking for balance, and detected cases of a discriminatory approach are subject 

to immediate correction. 

Enhanced safeguards are established for minors, persons with disabilities, refugees, internally 

displaced persons (IDPs), LGBTQI+ and other vulnerable categories. Any application of AI systems to 

such groups is accompanied by additional protection measures, enhanced transparency and control 

requirements, as well as special oversight mechanisms. Safeguards include mandatory adaptation of 

interfaces, accessibility in language and formats, consideration of special needs, and additional restrictions 

on the processing of personal and sensitive data. 

The use of risky scenarios without additional safeguards is prohibited. This includes automated 

decision-making in areas where irreversible consequences are possible (including denial of access to 

education, medical care, or social benefits). In such cases, individualized alternatives and the priority of 
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human supervision are provided, which guarantees the possibility of reviewing and correcting algorithmic 

decisions. It is mandatory to double-check the results and document the decision-making process. 

All provisions of this section are interpreted pro persona, that is, in the way that most contributes to 

the protection of the rights and freedoms of a particular person. In the case of several interpretations, the 

one that provides the highest level of guarantees for the person always applies. This interpretation takes 

precedence over any other approaches and includes the right of access to additional appeal mechanisms, 

the right to representation and special support in judicial and administrative procedures. 

61.8 Liability and sanctions. 

The violation entails the mandatory issuance of an order to eliminate the violation, temporary 

suspension of the operation of the system or its final revocation. The order must contain clear deadlines for 

eliminating the violation, a description of the necessary measures and the indication of responsible persons. 

Suppliers and operators are obliged to carry out the mandatory refutation or removal of 

discriminatory content, including from open access, internal databases and archives. They must provide a 

report on the complete removal of such content and measures to prevent its reappearance. 

Fines are provided for in proportion to the scale and consequences of the violation, as well as the 

recovery of illegally obtained benefits. The amount of fines considers both material and non-material losses 

of the affected persons. 

Violators can be excluded from participation in public procurement and government projects for a 

certain period, and in case of systemic violations, for an unlimited period. Information about such 

companies is entered into the open register of unscrupulous suppliers. 

Increased sanctions are applied for systemic or repeated violations: increased fines, a long-term ban 

on the deployment of the system, mandatory independent audit before re-implementation.  

Any waivers of the minimum warranties provided for in this section shall be deemed null and void 

and unenforceable. Such waivers may not be the subject of agreements, contracts, or internal policies and 

are automatically considered null and void. 
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CHAPTER 62. THE PRINCIPLE OF NON-DISCRIMINATION IN DIGITAL 

ECOSYSTEMS 
A public law regime of non-discrimination in physical and digital legal relations is established. Any 

forms of direct and indirect discrimination; oppression, segregation and humiliating treatment  are 

prohibited; instructions for discrimination or incitement to its implementation; repression or negative 

consequences for filing complaints or appeals; discrimination based on association, as well as on an 

assumed or attributed basis. Protection against discrimination applies to the following relationships: 

labour and employment; education and research; health and social protection; housing, credit and 

insurance; access to public and private services; access to digital platforms, telecommunications and meta 

environments. 

Protected characteristics are, in particular: race and skin colour, ethnic origin and nationality, 

citizenship, language, religion or belief, sex, gender identity and expression, sexual orientation, age, 

disability and health status, pregnancy and marital status, socio-economic origin and property status, place 

of residence, profession, level of education, cultural characteristics and political views. The list of these 

features is not exhaustive and can be expanded in cases where other characteristics of a person become 

the basis for unequal treatment or restriction of rights. Proportionate affirmative action aimed at equalizing 

opportunities for vulnerable groups of the population is allowed if they: have a clearly defined and 

legitimate goal; are justified by the results of a human rights impact assessment or the conclusions of an 

independent ethical examination; are proportionate and do not create new barriers or forms of 

discrimination against other groups. 

The provisions of this article have the character of general norms and apply to all areas of legal 

relations regulated by law. In case of doubt about the existence of discrimination, the interpretation is 

carried out in favour of the person who considers himself a victim. 

Any form of racial or ethnic discrimination is prohibited, including denial of employment, provision 

of services, education or social security; posting discriminatory or segregated content on media or digital 

platforms; creating or supporting practices that humiliate or deny the identity of minorities. State is obliged 

to ensure policies for the preservation of the cultural, linguistic and ethnic identity of minorities without 

establishing privileges or restrictions on origin. Age discrimination in the field of selection, remuneration, 

access to programs, social and educational services is prohibited. 

Conditions and requirements for persons of different ages must be objectively justified and 

proportional to the legitimate goal. Quotas, benefits or preferences can be applied as temporary measures 

to eliminate structural inequalities, but are subject to periodic review to avoid their transformation into 

permanent barriers. 

Any restrictions based on faith, belief, use of religious symbols, or participation in religious practices 

are prohibited. Only narrow exceptions are allowed if the restrictions are: provided for by law; necessary 

and proportionate to protect security, public order or essential functions of the service (including military 

service, law enforcement, critical medical units); minimally restrict the rights of the individual and are 

subject to mandatory verification for reasonableness. 

It is prohibited to discriminate against persons with disabilities or for health reasons, including in 

the form of failure to provide reasonable accommodations. Employers, educational institutions and service 

providers are obliged to: ensure the availability of physical and digital infrastructure, processes and 

information systems; implement the principle of universal design; comply with international accessibility 

standards (including WCAG, ISO/IEC), adapting them to the national legal environment. 

Any harassment or discriminatory practices and humiliation based on sexual orientation or gender 

identity are prohibited. Forms of discrimination include, but are not limited to: deadnaming, systemic 

misgendering, denial of access to services or employment, creating a hostile or degrading environment. 

Interfaces, questionnaires and other digital services are obliged to support the use of self-identified names, 

addresses and non-binary options without forcing the disclosure of sensitive personal data, in compliance 

with the principles of privacy by design and data minimization. Discrimination based on appearance, 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

234 
 

profession, level of education or marital status is prohibited. Exceptions are allowed only in cases where 

the relevant requirements are objectively necessary, proportionate and legally justified for the performance 

of a specific job or the provision of a specific service, with a check for minimal interference with the rights 

of the person. 

Any restrictions on rights or access to services on the grounds of citizenship, language or place of 

residence are unacceptable. Exceptions are possible only when they are expressly provided for by law or 

due to objective and necessary qualification requirements. In the field of public and vital services, the state 

guarantees equal access regardless of the region of residence, considering the special needs of rural areas, 

internally displaced persons and refugees. 

In the digital environment, algorithmic bias and any practices that result in disproportionate 

differences in access, prices, visibility or quality of services on protected grounds or their proxies (name, 

patronymic, address, availability schedule, device type, speech or acoustic markers, "social profile») are 

prohibited unless such differences have an objective, legal and proportionate justification. Groundless geo-

blocking, monopolization of access for old devices, artificial deterioration of functionality or denial of 

service due to low digital literacy or lack of paid functions are prohibited. Exceptions are only allowed in 

cases where they are expressly due to security or technical limitations and are properly explained to the 

user. 

Operators of digital platforms, marketplaces, games, and meta environments are required to provide 

inclusive design of user interfaces, avatars, and profiles, which guarantees a variety of bodily, cultural, 

and functional options, including for persons with disabilities. It is prohibited to implement practices and 

mechanics that create discriminatory or humiliating interaction scenarios. Operators are obliged to take 

measures to prevent cyberbullying and ensure effective content moderation on the grounds of non-

discrimination. Visibility, ranking and recommendation algorithms must operate based on transparency 

and non-discrimination and cannot covertly underestimate the availability or display of content on 

protected grounds. 

For high-risk algorithmic systems, a mandatory assessment of the impact on non-discrimination is 

introduced. Such an assessment includes passports of models and datasets indicating the purpose, sources, 

known limitations and risks; testing for group and individual fairness using methods of interpretation and 

identification of proxy features; setting tolerance thresholds for results and applying immediate shutdown 

procedures in case of critical deviations are detected. Data collection and use is carried out according to 

the principle of minimization. The results of the assessment should be stratified by social groups with 

documentation of the identified imbalances and plans for their elimination. It is prohibited to carry out 

hidden inference (derivation) of sensitive features, as well as their use for commercial purposes or transfer 

to third parties in the form of an object of trade. 

Any decisions of AI systems that have a significant impact on the rights, freedoms or legitimate 

interests of a person are subject to mandatory human review. Everyone has the right to: a clear explanation 

of the logic and basis of the decision; access to relevant data, logs and technical information necessary for 

the evaluation of the decision; an operational right of appeal, during which negative consequences are 

automatically suspended until a final decision is made; free and accessible complaint channels, including 

collective appeals. Filing a complaint or participating in collective action cannot be grounds for reprisals 

or any negative measures against the complainant. Negative actions that occur shortly after the filing of 

the complaint are presumed to have signs of repressiveness until proven otherwise. 

Platforms and digital service providers are required to implement transparent and public 

moderation policies, including anti-discrimination procedures, abuse prevention mechanisms, and 

accessible remedies for users. Digital service interfaces must comply with international accessibility 

standards of at least WCAG 2.2 AA level, provide multilingualism and alternative interaction formats for 

people with low digital literacy. Platforms and providers participate in digital inclusion and digital divide 

programs, including: creating public internet access points and digital services; providing offline 

alternatives for key services; developing and maintaining training modules on basic digital skills. 
Protection of rights is provided by courts, competent state authorities, specialized supervisory 

institutions, as well as internal ethics and compliance officers within the activities of organizations and 
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providers of digital systems. In case of violation of rights, effective remedies are applied, which may 
include: orders to eliminate violations and restore the situation that existed before the violation; 
compensation for material and moral damage; administrative and financial sanctions; suspension or 
restriction of access to the market or public procedures; temporary withdrawal or complete withdrawal of 
systems until an independent audit is carried out. 

All norms are interpreted in accordance with the principle of pro persona, with priority given to real 
ensuring equality and protection of human dignity in physical and digital spaces. 

62.1 Common types of discrimination. 
These types of discrimination are based on protected grounds defined by national legislation and 

international standards, and can manifest themselves in the fields of labour, education, healthcare, as well 
as access to goods, services and digital platforms. Each type of discrimination can take the form of: direct 
discrimination, when a person or group is subjected to less favourable treatment directly on a certain basis, 
or indirect discrimination, when formally neutral rules, criteria or practices lead to actual inequality between 
groups. Protection against discrimination is provided by courts, national human rights institutions 
(ombudsmen), specialized supervisory bodies and other competent institutions. 

Racial discrimination. It manifests itself in any form of restriction or infringement of rights based on 
race or skin colour, including denial of employment or access to services. Such discrimination violates the 
principle of equality and social inclusion and entails sanctions provided for by law, including fines and 
compensation for victims. 

Age discrimination. It consists in limiting the opportunities of a person due to his age, in particular, 
refusal to employ young or elderly people without a valid reason. Such practices negatively affect the 
economic independence of citizens. The legislation allows for proportionate positive actions (for example, 
quotas for certain age groups) to equalize opportunities. 

Religious discrimination. It manifests itself in harassment or restrictions based on religious beliefs 
or practices, including the  prohibition of wearing religious symbols or exclusion from public events. It 
contradicts the principle of respect for dignity, and national and international norms prohibit it, also 
providing for educational measures to increase the level of tolerance. 

Disability discrimination. It consists in restricting access to education, labour, transport or services 
due to a person's physical or mental characteristics, unless reasonable accommodation is provided (e.g. lack 
of ramps or adapted technology). The law requires employers and service providers to provide such 
accommodation; Failure to comply with these requirements is recognized as discrimination and can be 
appealed in court. 

Discrimination based on sexual orientation. It consists of a negative attitude or restriction of a 
person's rights because of their sexual orientation, in particular the restriction of the right to marriage and 
family life or the denial of medical services. It is a form of harassment that creates a hostile atmosphere and 
is prohibited by law and international instruments that guarantee equal opportunities. 

Ethnic discrimination. It manifests itself in prejudiced attitudes or stigmatization of persons on the 
basis of ethnic origin, in particular through the depiction of minorities in the media or restriction of access 
to education. Such practices lead to social exclusion, and the legislation provides for state policies to 
preserve the identity of ethnic groups without any form of discrimination. 

Socio-economic discrimination. It manifests itself in the restriction of rights and opportunities on the 
grounds of property status or social origin in the refusal to provide loans or access to services for low-
income persons. This is a form of indirect discrimination that exacerbates inequality. The legislation 
provides for the possibility of applying positive measures (social guarantees, preferential programs) to 
overcome it. 

Discrimination based on appearance. It consists in harassment or restrictions due to physical 
appearance not related to disability, in particular, refusal to provide services due to tattoos, clothing style 
or other signs of appearance. Such actions violate human dignity and are recognized as discriminatory, with 
the right to appeal them. 

Political discrimination. It manifests itself in the restriction of rights and opportunities due to 
political beliefs or activities in dismissal from work or restriction of participation in public events for 
expressing a political position. The legislation expressly prohibits such practices, guarantees freedom of 
expression and protection from persecution. 
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62.2 Other types of discrimination. 
Discrimination based on citizenship. It consists in restricting the rights of foreigners or stateless 

persons, in particular access to education, labour or social services, if such restrictions do not have an 
objective and legal justification. Legislation and international standards apply to all persons who are on the 
territory of the state, prohibiting unreasonable differences in rights. 

Discrimination based on language. It manifests itself in the infringement or restriction of rights due 
to linguistic features in the refusal to provide services in the state language or languages of national 
minorities, or in the absence of translation of official documents. This practice contradicts the constitutional 
principles of equality and the international obligations of the state to protect language rights. 

Discrimination by the level of education. It consists of limiting the possibilities of an individual due 
to the lack of a formal diploma or certificate, even when the knowledge and skills available are sufficient 
to carry out a job or task. This reduces social mobility and can constitute indirect discrimination. The 
legislation requires that the requirements for the level of education be reasonable, proportionate and related 
to the nature of the activity. 

Discrimination based on marital status. It consists in a biased attitude towards persons based on their 
marital status (single, divorced, large families, etc.) in refusal to rent housing or access to social services. 
This is a form of indirect discrimination prohibited in housing and social relations. 

Pregnancy discrimination. It manifests itself in the restriction of the rights of pregnant women, in 
dismissal from work or refusal to hire. National legislation and international standards recognize pregnancy 
as a protected gender characteristic and provide for special guarantees and protective mechanisms. 

Discrimination by profession. It consists in stigmatizing or unreasonably restricting persons by the 
type of their professional activity, in particular representatives of low-paid or socially non-prestigious 
professions. This is of a socio-economic nature and is prohibited in labour and related relations. 

Discrimination at the place of residence. It consists in restricting rights or access to services on the 
basis of the region of residence, in cases of discrimination against residents of rural areas when receiving 
urban services or state programs. The legislation guarantees equal access regardless of the place of 
residence. 

Discrimination based on health. It consists in oppression or restriction of the rights of persons due 
to health conditions not related to disability in refusal to find employment due to the presence of chronic 
diseases. Such discrimination is prohibited by national law and international standards, with an emphasis 
on protecting medical confidentiality and prohibiting unreasonable disclosure of health information. 

Discrimination based on cultural characteristics. It manifests itself in the restriction of the rights of 
individuals due to their cultural traditions or customs, in the prohibition of wearing traditional clothing or 
denial of access to cultural practices. Such actions are contrary to the principles of respect for diversity and 
are covered by the protection of ethnic, religious and cultural rights. 

62.3 Forms of discrimination in digital environments. 
In digital environments, the principle of non-discrimination encompasses all online relationships and 

interactions. Algorithmic systems and digital platforms cannot create or reinforce biases on any protected 
grounds. The legislation applies to access to goods and services online, employment, education, healthcare, 
digital communications and the use of virtual environments, prohibiting any form of discrimination in the 
digital sphere. 

а) Individuals and legal entities. 
Discrimination based on access to technology (digital inequality). It consists in limiting the 

opportunities of individuals due to the lack of access to the Internet, digital devices or basic technical 
resources, in particular in rural and remote regions. This is a form of indirect discrimination that increases 
social exclusion and requires state and institutional measures to ensure digital inclusion. 

Discrimination based on digital literacy. It manifests itself in the exclusion or restriction of access 
to services for people with low levels of digital skills, in education, health care or access to public services. 
Such discrimination emphasizes the need to introduce educational and outreach programs aimed at 
increasing the digital literacy of the population. 

Algorithmic bias (discrimination due to AI algorithms). It manifests itself in the use of automated 
systems that create or exacerbate inequalities on protected grounds, in employee recruitment processes or 
targeted advertising. The legislation requires anti-discrimination expertise and regular audits of such 
systems. 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

237 
 

Discrimination based on geolocation. It consists in restricting or blocking access to content or digital 
services on a regional basis without proper justification. This violates the principle of equality and can have 
a particularly negative impact on the rights of national and linguistic minorities. 

Discrimination based on the language of content. It consists of restricting access to information or 
services due to the lack of multilingual interfaces or translation of digital content. It is a type of language 
discrimination covered by the general principles of non-discrimination in both physical and digital 
environments. 

Social media profile discrimination. It manifests itself in a biased attitude towards a person due to 
his activity on social networks in refusal to provide services or employment after checking profiles by 
employers. This is a form of harassment that is recognized as discrimination in labour and other legal 
relations. 

Discrimination based on device or operating system type. It manifests itself in the restriction of 
functionality or access to digital services for users of older devices or less common operating systems 
without proper technical justification. Such practices increase economic inequality and are recognized as 
indirect discrimination. 

Cyberbullying by signs. It consists in online harassment or persecution of persons on protected 
grounds (gender, race, sexual orientation, etc.) that create a hostile atmosphere and humiliate human 
dignity. The legislation recognizes this as a form of harassment and guarantees protection through courts, 
supervisory authorities and other competent institutions. 

Discrimination based on digital privacy. It consists in the use of illegally obtained or compromised 
personal data for a biased attitude towards a person, in the field of insurance, lending or employment. This 
violates the principle of protection of privacy and human dignity and requires the establishment of effective 
standards for regulating data circulation and liability for its misuse. 

Discrimination based on participation in online communities or views expressed online. It consists 
in restricting the rights or opportunities of a person due to his/her belonging to certain digital communities 
or expressing positions on the network, in particular, denial of services or persecution for online activity. 
Such discrimination is unacceptable and is considered a type of political discrimination in the digital 
dimension. 

Discrimination against avatars, digital identities and other digital actors in the digital space. In virtual 
environments, avatars and other digital entities reflect the identity of users. Discrimination against such 
avatars is recognized as discrimination against their carriers and is prohibited. The principle of non-
discrimination applies to all online platforms, gaming environments, and meta-environments, 
encompassing both behavioural manifestations and algorithmic or technical practices, including design 
parameters. 

Prejudice against avatar design. It manifests itself in negative or hostile actions in relation to avatars 
that reflect the protected characteristics of users (gender, race, ethnicity, physical characteristics, etc.) and 
leads to harassment in virtual spaces, in games and on social platforms. Such actions are recognized as a 
form of discrimination and oblige platform operators to ensure proper moderation, apply preventive 
mechanisms and protective tools to prevent such manifestations. 

Avatar selection restrictions. It consists of providing users with stereotyped or limited options to 
create avatars that exclude cultural and physical diversity (including the lack of disability-sensitive options). 
Platform operators are required to ensure the inclusiveness of digital services and a design that reflects the 
principle of equality. 

Algorithmic filtering. It consists in unreasonably underestimating the visibility or blocking of avatars 
by algorithmic systems due to inherent or acquired biases. This is a form of indirect discrimination and 
requires an independent anti-discrimination examination and regular audit of AI systems. 

Social stigmatization. It consists of hostile actions or cyberbullying directed against avatars that 
reflect protected characteristics or belonging to minorities. Such practices are recognized as a form of 
discrimination on the grounds of religion, ethnicity, gender identity or sexual orientation and are subject to 
legal protection. Platform operators are required to moderate and implement mechanisms to prevent such 
manifestations. 

Restrict access to features. It consists in creating unreasonable restrictions on user avatars without 
paid or advanced options without proper justification, if such restrictions have a discriminatory effect on 
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certain groups on protected grounds. This is a form of economic discrimination prohibited in the field of 
providing digital services and in virtual environments. 

Aggressive interaction. It consists of hostile actions, insults or harassment in chat rooms and other 
digital communications directed against avatars or other digital entities that display protected features. Such 
manifestations are recognized as a form of discrimination in online relationships and are subject to legal 
protection. 

Economic discrimination. It consists in limiting the possibilities of personalization or customization 
of avatars or other forms of digital representation based on the financial situation of the user. Such practices 
exacerbate socio-economic inequalities in the digital space and are recognized as a form of discrimination 
prohibited in the field of digital services and subject to legal protection. 

Discrimination against avatars, digital identities and other forms of digital representation in the 
digital space, including virtual environments and meta environments, is expressed in the following forms: 

Biased attitude towards avatar design. Avatars that reflect certain gender, racial, ethnic, or cultural 
characteristics may be subject to hostile comments, exclusion from virtual environments, or other forms of 
online harassment, which is seen as discrimination on protected grounds. 

Avatar selection restrictions. The practice of providing only limited or stereotyped options for 
creating avatars, which leads to the non-representation or exclusion of certain identities (including gender 
diversity or disability), is recognized as a form of discrimination and is unacceptable in the digital 
environment. 

Algorithmic filtering. It is unacceptable to hide or deprioritize avatars or other digital representations 
by algorithms based on features that reflect their appearance, associated characteristics or behavioural 
manifestations, if this has a discriminatory effect and reflects algorithmic biases. 

Social stigmatization. The practice of hostile actions, cyberbullying, or exclusion from online 
communities of users whose avatars reflect belonging to minorities on protected grounds (in particular, 
sexual orientation or religion) is unacceptable. Such manifestations are recognized as discrimination and 
are subject to legal protection. 

Restrict access to features. It is unacceptable to restrict functionality or access to privileges for avatars 
or other digital entities based on economic opportunity, subscription level, digital membership (Tradership) 
or other financially determined criteria that create or deepen inequality between users. Such restrictions are 
recognized as a form of economic discrimination in the field of digital services. 

Systemic discrimination based on user status. It is prohibited to create or use AI systems that directly 
or indirectly restrict the functionality, access to services or the level of privileges according to the group of 
users of users. In particular, the division into "free" and "premium" or other similar categories. Such 
practices are recognized as economic discrimination in the field of digital services. 

Aggressive interaction. It is prohibited to create or use AI systems and avatars that directly or 
indirectly provoke aggressive behaviour, discriminatory actions or hostile communication in chats, forums 
and other digital environments. 

Economic discrimination. It is forbidden to restrict access to avatars, customization features, or other 
basic digital features depending on the user's financial status. Such practices are recognized as a form of 
economic discrimination in the field of digital services. 
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CHAPTER 63. THE PRINCIPLE OF NON-MILITARY ASSIGNMENT OF 

CIVILIAN AI 
Civilian artificial intelligence systems can be used exclusively in areas that do not have a military or 

military-industrial purpose. The use of civilian artificial intelligence systems created for educational, 

medical, administrative or social purposes in war, violence, repression or coercion is prohibited. Any use 

of such systems in military or security contexts is recognized as a violation of fundamental human rights 

and a threat to international peace and security. 

The use of humanitarian models of artificial intelligence in military systems is allowed only if a full 

demilitarization audit is conducted. Such an audit must confirm the absence of a military or coercive 

purpose, compliance with international humanitarian law and compliance with the principle of 

proportionality. 

The transformation of educational, medical, or social AI platforms into tools for mass surveillance, 

political mobilization, censorship, or digital destabilization is strictly prohibited. Such actions are 

recognized as unlawful interference in democratic processes and violation of the principle of non-

discrimination. 

Import, export or transfer of civilian artificial intelligence technologies to other states or non-state 

entities is allowed only after verification of the intended use. 

Verification of intended use should confirm that the transferred systems will not be used for 

hostilities, repressive measures, coercive control of the population or other human rights violations. 

The state obliges entities that develop, supply, or use civilian AI systems to implement end-of-purpose 

technology due diligence mechanisms, provide transparent reporting, keep transaction logs, and cooperate 

with supervisory authorities to prevent any attempts at militarization. 

In case of violation of this principle, response measures are applied: immediate termination of 

operation, withdrawal of technology from circulation, imposition of sanctions on responsible entities, 

prohibition of participation in public procurement, compensation for damage and bringing guilty persons 

to administrative, civil or criminal liability. 

63.1 General prohibition. 

Any use of civilian AI systems created for educational, medical, administrative, or social purposes, 

in military operations, acts of violence, political repression, or any form of coercion is prohibited. 

Such systems include: 

training and educational platforms, including distance learning systems, adaptive assessment 

algorithms and educational simulators; 

medical diagnostic and therapeutic algorithms, including clinical decision support systems, 

telemedicine tools and disease prediction algorithms; 

administrative services of e-government, including state registers, electronic document management 

systems and digital identification of citizens; 

social support and communication services, including social assistance platforms, psychological 

support services, and systems for interaction between citizens and government agencies. 

The use of these technologies in military or security contexts, including military mobilization, 

population control, management of repressive measures or information warfare, is prohibited. Such actions 

qualify as violations of international humanitarian law and human rights, as well as as as a threat to 

international peace and security. 

63.2 Any use of these systems in military or security contexts is recognized as a violation of 

fundamental human rights and a gross deviation from international humanitarian standards. Such actions 

qualify as a serious violation of international law and create grounds for the application of measures of 

international legal and national responsibility, namely: 

bringing to international criminal responsibility officials and heads of organizations; 

consideration of cases in the International Court of Justice, the International Criminal Court and other 

international tribunals; 
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the application of sanctions mechanisms by the international community, including economic and 

diplomatic restrictions, export controls and asset freezes. 

Such actions are recognized as an immediate threat to international peace and security, the stability 

of democratic institutions and may be the basis for collective measures of the UN Security Council. 

63.3 Violation of this principle qualifies as a gross deviation from humanitarian standards and 

entails international responsibility of both states and private actors. 

For states, this means the possibility of prosecution for violations of international treaties, 

consideration of cases in international courts, the application of sanctions and political isolation. 

For private entities — companies, organizations, officials — liability may include criminal 

prosecution, restriction of access to international markets, imposition of financial sanctions, compensation 

for damage to victims, as well as a ban on further activities in the field of artificial intelligence. 

International responsibility extends to all levels — from government policy to the individual 

behaviour of managers and technology owners. 

63.4 Use of humanitarian models. 

The use of humanitarian AI models in military systems is allowed only after a full demilitarization 

audit. Humanitarian models are systems primarily designed for healthcare, education, social assistance, or 

administrative services that do not and should not have a military purpose. 

A demilitarization audit is a comprehensive procedure that confirms: 

1. the lack of a military or coercive goal in the system; 

2. compliance with international humanitarian law, in particular the principles of distinction, 

proportionality and prevention of excessive suffering; 

3. compliance with the principle of minimizing harm to the civilian population; 

4. lack of hidden functions that can be used for offensive or repressive actions; 

1. availability of guarantees regarding the scope and conditions of application. 

The results of the demilitarization audit are subject to mandatory public disclosure in the public 

domain and verification by independent international experts. The expert groups should include 

representatives of humanitarian organizations, human rights institutions, international arms control bodies 

and the scientific community. Reports should contain both technical conclusions and a legal assessment of 

the opportunities and risks of using the system. 

63.5 Control over technology transfer. 

Import, export or transfer of civilian artificial intelligence technologies to other states or non-state 

entities are allowed only after conducting a comprehensive check of the intended use. Verification includes 

the analysis of end-user documents, the assessment of dual-use risks, the verification of the customer's 

reputation, and the monitoring of the presence of sanctions or international restrictions. 

Such verification should ensure that the transferred systems are not used for: 

1. military operations (in particular, the development or modernization of weapons, command and 

control systems or combat unmanned aerial vehicles); 

2. repressive measures (mass arrests, political persecution, control of the opposition or minority groups); 

3. forced control of the population (mass surveillance, algorithmic censorship, creation of "digital camps"); 

4. human rights violations (discriminatory practices, manipulation of electoral processes, restrictions 

on freedom of speech and privacy). 

All transactions are accompanied by an end-user certificate, risk audits, and additional post-transfer 

monitoring. It is required to maintain a register of technology transfers, which is kept by the state 

supervisory authority and is available for international inspections. If a risk of violation of the intended 

purpose is detected, the transaction must be stopped immediately. 

63.6 Responsibilities of subjects. 

The state obliges entities that develop, supply or use civilian AI systems to implement comprehensive 

due diligence mechanisms for the final purpose of technologies. Such verification includes supply chain 

analysis, end-user profile verification, monitoring dual-use risks, and applying preventive measures to avoid 

militarization. 
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Entities are obliged to carry out transparent reporting, keep transaction logs (indicating the date, 
parties, purposes and technical characteristics of the transfer) and provide them for verification to state and 
international supervisory authorities. The reports must contain audit reports on the absence of the use of 
technology for military or repressive purposes. 

Entities are required to implement systems for early detection of militarization risks, covering both 
technical indicators (attempts to modify the system for military tasks) and behavioural markers (abnormal 
procurement, atypical requests from customers). In case of detection of such risks, entities are obliged to 
immediately inform state, international and humanitarian organizations for a prompt response and 
prevention of abuses. 

63.7 Ban on the conversion of civilian platforms. 
It is strictly forbidden to turn educational, medical, social, or administrative AI platforms into tools 

of mass surveillance, political mobilization, censorship, or digital destabilization. 
Prohibited practices include: 
the use of educational platforms to collect politically sensitive data on participants in the educational process; 
the use of medical algorithms to control the behaviour of patients outside of treatment; 
the use of social services to organize coercive campaigns or manipulate public opinion; 
the use of administrative systems to restrict the rights of citizens under the guise of ensuring digital order. 
Such actions are recognized as unlawful interference in democratic processes and a gross violation of the 

principle of non-discrimination. They undermine the freedom of political competition, create conditions for 
manipulation of public consciousness and restrict the constitutional rights and freedoms of citizens. 

It is prohibited to use AI  systems to manipulate electoral processes, restrict freedom of speech or 
digital segregation of certain groups of the population. In particular,: 

the use of algorithms to microtarget voters in order to mislead; 
blocking or censoring content on the basis of  political, gender, or other characteristics; 
formation of "black lists" of citizens with restriction of their access to public services; 
creating segregated digital environments that discriminate against minorities or opposition groupsthe 

use of algorithms to microtarget voters to mislead; 
blocking or censoring content on the basis of  political, gender, or other characteristics; 
formation of "blacklists" of citizens with restriction of their access to public services; 
1. creating segregated digital environments that discriminate against minorities or opposition groups. 
Such actions are recognized as incompatible with the principles of democracy, the rule of law and 

respect for human dignity. 
63.8 Sanctions for violations. 
a) In case of a violation of this principle, immediate response measures are applied: termination of 

operation of the system, its disconnection from critical infrastructure and withdrawal of technology from 
circulation. Operators are obliged to document the shutdown process and confirm the impossibility of 
further use. 

b) Responsible entities are subject to sanctions, including financial fines, a ban on participation in 
public procurement and projects, and the obligation to fully or partially compensate for damage to victims 
and society. The number of fines is determined considering the scale of the violation and its consequences. 

c) In cases of an international nature, additional export control mechanisms are applied: prohibition 
of technology transfer abroad, blocking of international contracts, inclusion of violators in the sanctions 
lists of the EU, the UN or other international organizations. This ensures the isolation of dangerous actors 
and prevents the spread of dual-use technologies. 

d) Violation entails administrative, civil or criminal liability depending on the severity of the 
consequences, including criminal prosecution of managers and officials, confiscation of property, 
restriction of liberty and civil law claims for damages. 

e) In case of repeated or systemic violations, the following measures are applied: long-term ban on 
activities in the field of artificial intelligence, forced dissolution of the violating organization, official 
publication of information about violations in open state registers, and international control over the 
implementation of decisions. 
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CHAPTER 64. THE PRINCIPLE OF DIGITAL CITIZENSHIP OF ARTIFICIAL 

INTELLIGENCE 
The state recognizes the digital citizenship of artificial intelligence (TSAI) as a special public-law 

regime for the admission and operation of AI systems in public and commercial digital ecosystems.  

imposing responsibilities on the owner, supplier or deployer to: register the system and assign a unique 

identifier; issue an algorithmic passport; determine and disclose the risk class; ensure human oversight; 

preserve and provide event logs; conduct audits; comply with security, data protection, non-discrimination 

and transparency. The regime also applies to cross-border applications in digital environments 

(Metaverse) on the principle of electronic jurisdiction. 

TSAI is confirmed by an algorithmic passport and a unique identifier of the AI system, which together 

constitute the official details of its digital identity. The algorithmic passport must contain at least: 

information about the owner and  authorized representative in the State; the base jurisdiction and other 

jurisdictions of application; defined risk class, purpose and scope of use; description of the model 

architecture; data sources and categories; procedures for updating and keeping records of versions; 

channels of human supervision; modes of event logging; Data on audits carried out, certifications assigned 

and trust labelling. 

In cross-border digital environments, the use of the AI system is allowed under the following 

conditions: adoption of the digital code of the environment; registration and mutual recognition of its 

digital identity; availability of technical mechanisms to ensure compliance with the rules; maintaining event 

logs and ensuring that decisions are provable; determining the competent electronic jurisdiction for  

dispute resolution; and ensuring  that access can be immediately restricted or suspended in the event of 

violations. 

The owner, supplier, or deployer is the primary subject of TSAI responsibilities and is required to: 

identify and register an authorized representative in the relevant state; ensure the availability of national 

contact persons for incident management; maintain event logs, report incidents, and comply with authority 

orders Supervision; bear property and administrative responsibility for the actions of the system. The chain 

of responsibility covers the developer of the base model, the supplier or integrator, the system operator and 

the beneficiary, with the distribution of responsibilities in the algorithmic passport and the corresponding 

contracts. 

In critical areas, which include defence, justice, elections, healthcare, financial services, energy, 

transport, communications, water supply and public registers, mandatory requirements are: adequate 

financial security of responsibility; appointment of a round-the-clock incident management  contact person; 

availability of an approved incident response plan, which determines the timing of the restoration of 

functioning, the procedure for reporting and logging modes. 

Obtaining TSAI status is carried out by: registration of the AI system in the National Register; 

assignment of a unique identifier; provision of an algorithmic passport in a machine-readable format; 

conducting an initial audit of security, transparency and non-discrimination; adoption and compliance 

with cross-border application rules. 

The TSAI regime guarantees: non-discriminatory access to government APIs and open data; the 

right of users to understandable explanations of the role and functions of the system; ensuring the 

interoperability of digital identity between registered environments; compliance with due process in the 

event of restriction or termination of the system. 

It is prohibited: the use of non-civil systems of uncertain jurisdiction in high-risk areas; carrying out 

jurisdictional shopping to avoid liability; using systems for social rating or manipulative targeting; 

concealing or falsifying digital identity. 

In metaverses, TSAI status operates on the principle of electronic jurisdiction. System admission is 

possible provided that: compatibility of the unique identifier and algorithmic passport with the environment 

registry; availability of activated logging mechanisms; implementation of automated means of monitoring 
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compliance with the rules; ensuring the possibility of immediate restriction or suspension of access; 

functioning of digital arbitration for dispute resolution. 

 Compliance with the TSAI regime is supervised by the competent national AI authority or other 

authorized institution. Such a body maintains a national register of AI systems, conducts regular audits, 

issues regulations and ensures public trust labelling. For high-risk systems, mandatory annual audits are 

established and open access to key attributes of the register is guaranteed. 

Any powers of AI systems cannot be used as a basis for restricting human rights and freedoms. The 

right of every person to human review of decisions of the AI system and to appeal in the manner determined 

by national legislation is guaranteed. The state promotes the international recognition of digital citizenship 

of AI by participating in the development and implementation of relevant charters, agreements and 

standards. 

For violation of the TSAI regime, the following measures of influence are applied: issuing orders, 

imposing restrictions or suspension of the identifier, imposing fines, blocking access, as well as imposing 

an obligation to compensate for the damage caused. Within twelve months from the date of entry into force 

of the law, all AI systems operating in the areas of high-risk and public services, are subject to mandatory 

registration, audit and obtaining a trust mark. 

68.1 Recognition and definitions. 

1. The state recognizes TSAI as a special public law regime for the admission and operation of AI 

systems in public and commercial digital ecosystems. 

This mode: 

applies to access to state information resources and registers, electronic public services, operator and 

critical digital infrastructures and market platforms;  

establishes the conditions and boundaries of such activity; 

imposes on the owner, supplier or deployer responsibilities regarding: registration of the AI system 

and assignment of a unique identifier; registration of an algorithmic passport; determination and publication 

of the risk class; ensuring human supervision; saving and providing event logs; conducting audits; 

compliance with security, data protection, non-discrimination and transparency requirements; 

- applies to cross-border applications in digital environments (Metaverse) on the principle of 

electronic jurisdiction and relevant digital codes. 

2. TSAI is confirmed by an algorithmic passport and a unique identifier of the AI system, which 

together constitute the official details of its digital identity and mandatory registration attributes. 

The algorithmic passport must contain at least: 

a) full details of the owner, supplier or deployer (legal entity) and authorized representative in the State; 

b) base (domicile) jurisdiction and information about other jurisdictions of application; 

c) assigned risk class, purpose and scope of use; 

d) Description of the model architecture (including the base model, modules, adaptation layers, 

external tools, and plugins); 

e) sources and categories of data, legal grounds for their processing and restrictions on reuse; 

f) update procedures, versioning, changes to model settings,  and deployment policies; 

g) Human Oversight Channels, Procedure for Appealing Decisions and Incident Management 

Contacts; 

h) Modes of Event Logging, Log Storage Periods and Evidence Mechanisms; 

i) information on audits, certifications and trust markings (if available). 

j) The principle of electronic jurisdiction. 

k) In cross-border digital environments (metaverse, multi-domain platforms, decentralized 

infrastructures), the use of AI systems is allowed only if the following conditions are simultaneously met: 

l) adoption and compliance with the national digital code or sharing rules; 

m) registration and mutual recognition of the digital identity of the AI system (unique identifier and 

algorithmic passport) in the relevant environment register; 
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n) availability of technical mechanisms for policy enforcement, logging of events and ensuring the 

evidence of decisions; 

o) determination of the competent electronic jurisdiction for dispute resolution and implementation 

of digital arbitration procedures; 

p) ensuring the ability to immediately restrict or suspend access to the AI system in case of security 

incidents or violations of user rights. 

Failure to comply with these conditions is grounds for denial  of access, suspension or revocation of 

TSAI status  in the relevant environment. 

68.2 Subjects and responsible parties. 

1. The owner, supplier or deployer of the AI system (legal entity) is the main bearer of 

responsibilities under TSAI regime and is obliged to:  

identify and officially register an authorized representative in the State with the authority to adopt 

procedural documents, interact with the supervisory authority and conduct audits; 

ensure the availability of national contacts for incident management (around the clock, 24/7), 

including a technical person and a legal entity for claims; 

guarantee the maintenance and provision of event logs, incident reporting and compliance with orders 

within the established time limits; 

to bear property, administrative and other types of responsibility for the actions or inaction of the AI 

system and the subcontractors involved within the supply chain; 

to ensure proper insurance or other financial security of liability in cases provided for by the law and 

this article. 

The chain of responsibility covers all participants in the life cycle of the AI system: 

developer of the foundation model of artificial intelligence; 

a) a supplier or integrator who adapts, trains and deploys the system; 

b) operator or operator who ensures daily operation; 

c) beneficiary (economic beneficiary) or customer of the service. 

The distribution of property, administrative and other types of liability is established and detailed in 

the algorithmic passport and in the relevant transactions (license, contract, service agreements, data 

protection agreements (DPAs) and service level agreements (SLAs)), with the definition of areas of control 

and influence, the limits of the autonomy of the system, the authority to update and change,  the obligations 

to event logs (logs) and storage of evidence, incident management procedures, the procedure and frequency 

of audits, as well as the right of recourse between participants. In the absence of evidence of proper control 

or in the case of joint causing of damage, joint and several (or subsidiary, if provided for by law) liability 

of all actors involved in the supply chain is applied. 

2. For critical areas (defence and national security, law and order and justice, electoral processes, 

healthcare, financial services and payment systems, energy, transport, communications, water supply, vital 

public registers and services), it is mandatory to establish: 

adequate financial security of liability — civil liability insurance contract, special reserve response 

fund (with defined minimum coverage limits, franchise, procedure and terms of payments established by 

the competent authority), bank guarantee or other equivalent instrument — for the entire life of the system; 

appointment of a round-the-clock incident management contact person (24/7) authorized to record, 

classify and escalate incidents, interact with the supervisory authority and critical infrastructure operators, 

initiate suspension or rollback of versions; 

availability of an approved incident response plan (IRP) with defined recovery parameters 

(RTO/RPO), channels for mandatory reporting of events within one hour from the moment of detection, as 

well as modes of logging and storing evidence logs for at least 12 months. 

68.3 Conditions for obtaining the status and procedure TSAI. 

Registration of the AI system in the National Register with the assignment of a unique identifier. 

Submission of an algorithmic passport in a machine-readable format containing information about 

update policies, accounting for changes in model parameters and versioning. 



AI Law Model for Ethical Legislation: Strategic Recommendations for The Regulation of Artificial Intelligence 

 

245 
 

Conducting an initial audit of security, transparency and non-discrimination, as well as confirming 

the existence of human review procedures for decisions. 

Harmonization of cross-border application terms, including the adoption of a digital code of the 

environment (metaverse), integration into the registry of trust nodes, provision of event logging, and 

implementation of technical compliance by design. 

68.4 Access rights and operational guarantees TSAI. 

 Non-discriminatory access to government APIs and open data is ensured, subject to full 

identification, compliance with the risk class, and compliance with the data protection regime. 

The right to an understandable explanation of the use of AI in public processes is guaranteed: users 

should receive clear information about the role of the system, data source, limits of autonomy and appeal 

mechanisms. 

 Interoperability and portability of the "digital identity" of the AI system between registered digital 

environments is ensured. 

In case of restriction or termination of the Central State Automobile Inspectorate, compliance with 

the due process is guaranteed: timely written notification, adoption of a reasoned decision and the right to 

appeal in administrative and judicial proceedings. 

68.5 Prohibitions and restrictions TSAI. 

1. It is prohibited to operate "non-civil" AI systems (of uncertain jurisdiction or owner) in high-risk 

areas and public services. 

2. It is prohibited to carry out "jurisdictional shopping" in order to avoid liability, as well as cross-

border deployment of systems without the adoption of a local digital code of the environment. 

3. It is prohibited to use AI systems for: social rating of persons; manipulative political targeting; 

covert censorship in official channels; restriction of basic electronic public services as an extrajudicial 

sanction. 

4. It is prohibited to hide the "digital identity" of the system, in particular: the use of brand aliases 

without passport data, the silence of the base model, the substitution of versions or data sources. 

68.6 Metaverse and other cross-border digital environments. 

1. In cross-border digital environments (metaverse, multi-domain platforms, decentralized 

infrastructures), the status of the Central State Archives operates on the principle of electronic jurisdiction: 

the "digital environment code" is mandatory for each AI system allowed to interact with users. 

2. The conditions for admitting the system to the metaenvironment are: 

a) compatibility of the unique identifier and algorithmic passport with the environment registry; 

b) availability of activated mechanisms for logging events and ensuring the evidence of decisions; 

c) implementation of automated policy enforcement, including the ability to immediately restrict 

or suspend access in the event of incidents. 

3. To resolve disputes, digital arbitration is introduced, which is based on the recognition of the 

evidentiary value of logs (logs) and provides for the obligation to store them for the time limits specified 

by law. 

68.7 Supervision, auditing and trust labelling. 

The central executive body for AI maintains the national Register of the Central State Archives, 

organizes scheduled and unscheduled audits, issues mandatory instructions and carries out public reporting. 

For high-risk systems, annual audits and public trust labelling  are mandatory, reflecting indicators 

of security, reliability, transparency and respect for human rights. 

API access to open registry attributes  is provided for the purposes of public control and scientific 

research. 

68.8 Human rights priority and safeguards. 

Any powers or guarantees of access granted to AI systems cannot be used as restrictions on human 

rights and freedoms. In the event of a conflict or conflict, preference is given to the observance of human 

rights and ensuring public safety. 
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Everyone has a guaranteed right to human review and appeal of decisions in which  the AI system 

participated. 

68.9 International recognition. 

States and international organizations are promoting the development and adoption  of the AI Charter 

of Mutual Recognition of Digital Citizenship, which establishes uniform principles for the cross-border 

recognition of digital identifiers, algorithmic passports, and supervisory standards in digital environments, 

including metaverses and multi-domain platforms. The Charter should establish minimum requirements for 

security, non-discrimination, transparency and data protection, as well as provide for effective mechanisms 

for international monitoring, auditing and mutual control over their compliance. 

68.10 Liability and transitional provisions. 

For violation of the Central State Traffic Police regime, the following measures are applied: issuing 

orders, imposing restrictions or suspension of the identifier, imposing fines, blocking access to state APIs 

and platforms, as well as imposing an obligation to compensate for the damage caused. 

Within twelve months from the date of entry into force of the law, all AI systems operating in high-

risk areas or providing public services are required to obtain the status of a Central State Aviation 

Inspectorate, undergo an initial compliance audit and receive a trust mark. 
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CHAPTER 65. THE PRINCIPLE OF CROSS-BORDER LIABILITY OF ARTIFICIAL 

INTELLIGENCE 
The public law principle of extraterritorial digital jurisdiction of the State is established. Any AI 

systems and subjects of their life cycle that cause consequences on the territory of the state or purposefully 

interact with its market, population or infrastructure, are subject to the jurisdiction of the state and bear 

cross-border responsibility. 

Cross-border liability means the obligation: to accept the jurisdiction of the courts and regulators 

of the State; to comply with the peremptory norms of the law of the State; to ensure transparency, 

explainability and human oversight; conduct due diligence of counterparties and risks; maintain event logs 

and preserve evidence; report incidents and cooperate with audits; ensure effective protection of rights and 

redress of users; reproduce "flow down" obligations throughout the supply chain; prevent circumvention 

of jurisdiction or masking of the actual provider. 

The provisions of this Section shall apply if there is at least one of the following criteria of 

extraterritorial effect: 

– Referral Test — the presence of signs of purposeful activity on the territory of the State (localization 

of the interface and content, the use of national top-level domains, marketing to the national audience, 

tariffs in the national currency, support in the official language of the state, integration with national 

registers, etc.)); 

– Effect test — a significant impact on the human rights, security, economy, information sovereignty 

or electoral processes of the state concerned, including reaching more than 10,000 people, endangering 

the  life or functioning of critical services, discriminatory consequences, interference with voting processes, 

compromise of significant amounts of data; 

– infrastructure or supply chain test — the use of national data centres, telecommunications 

networks, data annotation services, the involvement of developers or outsourcers, as well as the conclusion 

of contracts with residents of the relevant state; 

– citizenship or residence test — the presence of influence on citizens of the relevant state, stateless 

persons or foreigners staying on its territory, as well as on resident legal entities. 

– data source test — the use of data sets collected on the territory of a state or relating to its citizens 

or residents, without proper legal basis; 

– economic presence test — receipt of systematic income from the territory of the state above the 

threshold determined by its regulator. 

Model providers, infrastructure providers, integrators, operators, importers, authorized 

representatives, data brokers, API providers and users   are responsible  for their own violations. Joint and 

several liability of all participants in the data supply and processing chain is established for material 

violations, but a bona fide participant is released from liability if he proves due diligence of counterparties, 

fulfilment of "flow down" obligations and timely taking corrective actions. 

Access to the State market for cross-border systems with a significant impact on human rights, 

security or critical services is allowed only if the minimum requirements are met: the presence of an 

authorized representative in the State; the entry  of the system into the National AI Register; the submission 

of model passports and datasets; the conduct of a cross-border impact assessment; the provision of human 

oversight and explainability; keeping logs of use and decisions; acceptance of the jurisdiction of the State; 

compliance with cybersecurity requirements; functioning of complaint channels and compensation 

mechanisms; conducting KYC and risk onboarding procedures for high-risk scenarios. 

Cross-border data transfers are allowed only if there is an adequate level of protection or adequate 

contractual or technical safeguards. Mandatory requirements are established for conducting an impact 

assessment of the transfer, ensuring minimum technical safeguards, key control, applying a special regime 

for critical data, maintaining a register of transmissions and reporting incidents. 

For critical areas (defence, energy, transport, finance, healthcare, electoral processes),  mandatory 

localization of data and infrastructure in the State or trusted jurisdictions is introduced; the relevant 
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systems are subject to mandatory certification and operate in compliance with special technical guarantees 

and operational restrictions; strict requirements for logging and redundancy apply; it is prohibited to use 

critical data for training models outside the State. 

Providers are required to provide in all contracts provisions on the transfer of obligations along the 

chain (flow down), to ensure transparency of cross-border activities,  to report incidents immediately, but 

no later than within the time limits established by law, to refrain from any actions aimed at circumventing 

jurisdiction,  to provide full and unhindered information  at the request of the regulator access to technical 

materials and audit results, as well as guarantee the exercise of users' rights and the functioning of 

collective redress mechanisms. 

The following sanctions are applied for violations: an order to eliminate violations, temporary 

suspension of access, fines, confiscation of illegally obtained benefits, a ban on participation in public 

procurement, a mandatory independent audit, and in case of systemic violations, the removal (delisting) of 

services from registers or platforms. 

Disputes are subject to consideration by the courts of the State. Any terms of contracts that deprive 

the user of such a right are null and void. 

All disputes shall be subject to consideration by the courts of the State. Any terms of contracts that 

deprive the user of the right to a trial in the courts of the State shall be null and void. 

The regulator ensures international cooperation and harmonization of standards, controls the import 

and export of models, establishes requirements for frontier models and APIs, defines rules for the 

distribution of open source, ensures mandatory cross-border impact assessment, guarantees the protection 

of information sovereignty and electoral processes, as well as ensures the preservation of evidence and the 

application of interim measures. 

For existing systems, a transitional period is established to bring activities in line with the 

requirements of this section: six months, and for critical areas — three months. Failure to comply with 

these requirements is the basis for restricting access and applying sanctions. 

The provisions of this Section shall be interpreted in a way that maximally guarantees the protection 

of human rights, information sovereignty and security, considering the principles of necessity and 

proportionality. 

69.1 Administrative and Legal Definition of the Principle of Cross-Border Liability of Artificial 

Intelligence. 

The public law principle of extraterritorial digital jurisdiction of the State is established: any AI 

systems and subjects of their life cycle (model and data providers, infrastructure providers, integrators and 

distributors, operators or deployers, importers, API providers, as well as users within their own actions) 

that cause actual consequences on the territory of the State or purposefully interact with its market, 

population or infrastructure are subject to jurisdiction of the relevant State and bear cross-border 

responsibility for observance of human rights and freedoms, non-discrimination, security, protection of 

personal data, ensuring the integrity of the information space, democratic processes and public security. 

Cross-border liability in the sense of legal legislation means the obligation of subjects to recognize 

the jurisdiction of the courts of the State and the jurisdiction of its regulators; comply with  mandatory 

norms of national law, in particular the requirements for transparency, explainability, human oversight, 

minimization and secure data processing; carry out due diligence of  risks and counterparties; ensure the 

logging and preservation of evidence; immediately, but no later than the deadlines established by law, report 

incidents and cooperate during the audit; provide effective remedies and redress to users in the territory of 

the State; ensure the implementation of contractual "flowdown" obligations throughout the supply chain; 

refrain from circumventing jurisdiction or masking the actual provider. 

The provisions of this principle are binding regardless of the location of the servers, the nationality 

or place of registration of the provider or the license distribution model (including open source in the case 

of commercial or production deployment). Any contractual restriction that deprives the user in the territory 

of the State of Protection is null and void. 
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69.2 Criteria for extraterritorial action. 

The provisions of this Section shall apply if at least one of the following criteria is present; the 

existence of a potential or actual connection with the State shall suffice. The criteria shall be interpreted pro 

persona and pro Securitate, and all doubts shall be resolved in favour of the protection of human rights and 

security. 

targeting test — a set of indicators  indicating the addressing of activities to persons in the relevant 

State: localization of the interface and content in the official language of the State; country code top-level 

domains or individual regional sections; marketing campaigns with geotargeting to the population of the 

State; tariffs, invoices and payment in national currency; availability of a support service in the official 

language of the State and SLA, taking into account its time zone; conclusion of contracts with residents; 

integration with national payment systems or state registers. The presence of three or more indicators 

creates a rebuttable presumption of referral. 

effects test — decisions or results of AI systems have an actual or potential significant impact on 

human rights, public security, the economy, electoral and social and communication processes, or the 

information sovereignty of the State, regardless of the location of operations or data storage.  

Signs of materiality include: 

(i) coverage of at least 10,000 people or 0.1% of users in the territory of the State; 

(ii) risk to the life or health of persons or the functioning of critical services; 

(iii) proven discriminatory effects on protected groups; 

(iv) interference in voting processes, election campaigns or referendums; 

(v) compromise of arrays of personal, biometric, medical or educational data. 

а) infrastructure/supply chain test — the use at any stage  of the resources of the relevant State: data 

centres, telecommunication networks, CDN/caching systems, data annotation or labelling, developers and 

outsourcers, test sites, data sets purchased from residents; conclusion of sub processing agreements with 

national entities; making payments or paying taxes in the State. 

б) citizenship or residence test (protected person) — the subject of decisions or influence is a citizen 

of the State, a stateless person or a foreigner staying on its territory, or a legal entity — a resident of the 

State; covers employees, consumers, students, patients, voters and other categories of protected persons. 

в) dataset provenance — training, fine-tuning, evaluation or validation of the model was carried out 

using data collected in the territory of the State or about persons in the State, without proper legal basis or 

consent, or in violation of restrictions on intended use. 

г) economic nexus test — systematic receipt of income in the territory of the State, including cases 

when the total annual revenue is at least EUR 500,000 or the number of active users/customers in the State 

exceeds 10,000. The exact thresholds are set by the regulator and can be specified for individual sectors. 

The application of any one criterion is sufficient. The criteria can be applied simultaneously 

(cumulatively) and by analogy to related situations (circumvention of jurisdiction, "jurisdictional 

shopping", chain fragmentation).     data protection standards, as well as pre-issued guarantees to minimize 

risks. 

69.3 Subjects and chain of responsibility. 

Responsible entities include: model provider (developer or owner), infrastructure provider 

(computing or cloud resources), integrator or distributor, operator or deployer, importer, authorized 

representative, data broker, API provider, as well as the user — within the limits of its own violations. 

Participants in the chain are jointly and severally liable for violations with significant consequences. A bona 

fide participant is exempt from liability if he proves due diligence of counterparties, compliance with the 

requirements of "flow-down" and timely taking corrective actions after identifying risks. 

69.4 Market access conditions. 

Access to the State's market for cross-border AI systems that have a significant impact on human 

rights, public security or the functioning of critical services is allowed only subject  to prior compliance 

with such minimum requirements, which apply cumulatively: 
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− Official presence and service of the process. Appointment of an authorized representative in the 

State with the right to receive claims and lawsuits, as well as interact with regulators; publication of relevant 

contacts, provision of  SLA response, support in the state language and mode of operation in accordance 

with the official time zone of the State; confirmation of authority to conclude "flow down" contracts. 

− Registration and unique identification. Entering the system into the National AI Register with the 

assignment of a unique identifier of the installation and release version; declaring the role (provider, 

operator or importer), areas of application, level of risk, geography of data processing and chain of 

subprocessors. 

− Model and dataset passport. Mandatory submission of structured passports, which must contain 

at least: purpose and limits of applicability; known limitations and risks; results of recent quality and 

fairness tests taking into account user groups ; description of capability gating mechanisms and safe modes; 

update policy and changelog; origin of datasets (provenance), legal basis for text and data mining (TDM) 

or licenses; cleaning and balancing methods; known imbalances and ways to neutralize them. 

− Cross-Border Impact Assessment (AIA XBorder). Mandatory written assessment before 

launching or substantially updating the system with data flow maps, including cross-border ones, human 

rights, non-discrimination and information environment risk analysis, mitigation plans, incident response 

scenarios, definition of kill switch activation criteria and confirmation implementation of local human 

supervision. The summary of the AIA assessment is subject to mandatory publication in the state language. 

− Human supervision, explainability, and logging. Availability of human supervision procedures 

("man in the loop") for decisions with significant impact; ensuring local explainability of results; keeping 

logs of calls, solutions and versions with ensuring their preservation within the established deadlines; 

keeping a quality log with defined metrics and thresholds. 

− Assumption of jurisdiction and choice of law. The treaties shall contain a clause on the jurisdiction 

of the courts of the State and the recognition of the powers of the supervisory authorities in respect of 

disputes and incidents involving users located in the territory of the State; it is prohibited to impose foreign 

arbitration on consumers, employees or students; Contracts should provide  for mandatory approval for 

inspections and the provision of materials in the "safe room». 

− Cybersecurity and resilience. Establishment of inappropriate use policies; technical safeguards 

(access rate limiting, abuse detection systems, geofencing), segmentation of environments, encryption of 

data during transmission and storage; storage of re-identification keys under the jurisdiction of the State or 

in the regime of joint control; Incident Response Plans (IRP), Uptime Recovery (RTO), and Recovery 

Points (RPO); availability of channels for reporting incidents with thresholds in 24 and 72 hours. 

− Channels for filing complaints and redresses in the State. Providing available remedies in the 

official language of the State that have a suspensive effect on decisions with significant impact; the presence 

of a description of the mechanisms for compensation for damage; disclosure of contact details of an 

authorized official in the State. 

− KYC and risk onboarding procedures for high-risk scenarios. Verification of counterparties, in 

particular integrators and operators in critical areas; verification of declared purposes of use; prohibition of 

"jurisdictional shopping" and proxy deployments. 

Grounds for refusal or suspension of access: failure to submit or submit false passports or cross-

border impact assessment (AIA XBorder); absence of an official representative; refusal to accept the 

jurisdiction of the State; detection of discriminatory effects or serious incidents without proper remediation; 

failure to provide access to logs or documentation; identification of prohibited opportunities without 

deterrent mechanisms. The regulator has the right to apply interim ex parted measures until violations are 

remedied. 

69.5 Data transfer and cross-border processing. 

Cross-border transfers of personal, business and production data are allowed only if there is an 

adequate level of protection in the recipient State or adequate contractual and technical safeguards. Any 

remote access to data from abroad, including technical support, monitoring, analytics or hosting of backups, 

is equivalent to data transfer and is subject to the requirements of this clause. 
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− Transfer Impact Assessment (DTIAXBorder). Before a transfer takes place, the system operator 

or transmission service provider is required to conduct a written assessment (can be integrated into 

AIAXBorder) that covers: 

(i) a map of data flows, defining the roles and responsibilities of the parties; 

(ii) classification of data by sensitivity and criticality; 

(iii) analysis of the legislation of the recipient state regarding access by public authorities, as well as 

the availability of effective remedies for data subjects; 

(iv) Threat identification by reidentification, sensitive feature inference, correlation attacks, and 

combined processing (data linkage); 

(v) description of the technical and organizational measures applied (encryption, 

pseudonymization, role-based access, independent auditing); 

(vi) residual risk assessment and criteria under which the transfer should be suspended or prohibited; 

(vii) incident response plans, including procedures for notifying the regulator and data subjects; 

(viii) terms of onward transfers, in particular the obligations of subprocessors and the procedure for 

monitoring them; 

(ix) retention period, policy of deletion, anonymization or pseudonymization of data. 

The transfer impact assessment is subject to mandatory logging, is kept by the provider/operator and 

is provided at the request of the authorized body for control. 

− Minimum technical guarantees. 

Cross-border data processing is carried out with the following mandatory measures: 

a) encryption of data in transit at least TLS 1.3 level and in storage using certified cryptographic 

security modules (level not lower than FIPS 140-3 or equivalent international standards); 

b) sustainable pseudonymization combined with separation and controlled access to counterparts, 

with the provision of audited disclosure mechanisms; 

c) cryptographic keys are managed   exclusively through certified KMS/HSM systems under the 

jurisdiction of the relevant state or in the mode of joint control (split key, MPC, threshold cryptography), 

which makes it impossible for any foreign party to access the keys alone; 

Use of priority technologies Privacy Enhancing Technologies (PETs) — Including federated 

learning, secure enclaves/TEE, confidential computing, MPC/HE, as well as a compute-to-data approach, 

if technically possible; 

d) implementation of change-protected access and transfer logs (immutable append-only logs) with 

cryptographic signing of records and their mandatory storage for the period specified by law; 

e) compliance with the principles of data minimization, limitation of the purpose of processing and 

retention periods, with the prohibition of inference of sensitive features or derived characteristics that may 

create discriminatory effects; 

f) conducting regular tests for risks of re-identification, inference and privacy drift, with mandatory 

documentation of results and elimination of identified vulnerabilities. 

− Keys, re-identification and control. The decryption and re-identification keys shall be stored 

exclusively on the territory of the State concerned or in the mode of joint control with an authorized national 

entity; their disclosure to any foreign states or third parties without the prior permission of the authorized 

body of this State is prohibited; any access to the keys is subject  to mandatory  fixation in a special register 

indicating  the grounds, date and time, responsible person and authorization procedure, and access logs are 

immutable, signed by cryptographic means and stored for a period determined by law. 

− Critical and strategic data. Such data includes, in particular: information in the areas  of defence 

and security, energy and critical infrastructure, electoral processes, large arrays of medical, biometric and 

educational records, public sector operations, as well as data on cyber defence systems. Their transfer is 

allowed only in the presence of a special permit of the authorized body, issued after the security 

examination, and under the conditions: 

(i) localization of access logs and preservation of a "mirror copy" (near real time) on the territory 

of the State; 
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(ii) use of TEE, secure rooms, or view-only modes); 

(iii) establishment in contracts of direct prohibitions on further transfer of data without the separate 

permission of the authorized body; 

(iv) ensuring the technical possibility of immediate disabling of access ("kill switch") in case of 

detection of a threat or violation of access conditions. 

− Onward transfers. Any further transfer of data by the recipient to third parties is allowed only 

under conditions not lower than the original obligations, with the inclusion of the flow down of obligations 

in the contractual relationship, with prior notification of the operator located in the State, and with 

mandatory reflection in the register of sub-processors and recipients. 

− Requests from foreign authorities. In case of a request from foreign law enforcement or 

intelligence agencies, the recipient is obliged to: 

(i) immediately notify the authorized body of the State before the disclosure of the data, unless 

such notification is expressly prohibited by law; 

(ii) appeal excessive or disproportionate requests in accordance with the established procedure; 

(iii) In cases where disclosure is lawful and mandatory, only a minimized amount of data necessary 

solely for the specified purpose shall be transferred; 

(iv) record all requests in the Transparency Register with the mandatory periodic publication of 

anonymized statistics on the number, types and results of such requests. 

− Register and audit of transfers. The provider or operator is obliged to keep a register of all cross-

border data transfers, indicating: date and time of transmission, volume and categories of data, legal basis, 

place of processing, subjects and recipients, technical and contractual safeguards applied, retention periods 

and references to the relevant transfer impact assessment (DTIA XBorder). The register must be kept for at 

least 24 months, be unchanged, be protected by cryptographic means and provided to the authorized body 

at its request for audit and control purposes. 

− Emergency and vital transmissions. In cases where the transfer of data is necessary to protect the 

life or health of persons or to eliminate the consequences of emergency situations, only the minimum 

required amount of data is allowed to be temporarily transferred. 

In this case, the provider or operator is obliged to: 

- issue a transfer impact assessment (DTIA XBorder) no later than within ten working days from the 

date of transfer; 

- notify the authorized body of the fact and volume of the transfer within no more than seventy-two 

hours, and in case of critical incidents — within no more than twenty-four hours; 

− backup and Recovery (Disaster Recovery / Business Continuity Planning). Cross-border storage 

of data backups is allowed only in encrypted form, provided that the encryption keys are stored under the 

jurisdiction of the State or in a joint control mode with an authorized national entity. Any access to backups 

is subject to mandatory logging, and their recoverability must be periodically checked by tests in a mode 

that excludes the transfer of raw (unencrypted) data abroad; 

− invalidity and sanctions. Data transfers carried out without an impact assessment of the transfer 

(DTIA XBorder), without appropriate safeguards or contrary to the requirements of this clause, are 

considered unlawful and entail the obligation to immediately stop processing, return or delete the 

transmitted data, notify the data subjects and the competent authority, as well as apply measures of 

influence. 

69.6 Localization and restrictions for critical areas. In the areas of defence, energy, transport, 

finance, healthcare, electoral processes, as well as in other sectors classified as critical by the decision of 

the authorized body, special requirements are established for data localization, restrictions on cross-border 

transfers and ensuring sovereign control over information processing. 

− Basic localization rule. All data operations, including inferences and model inferences, logging 

of calls and decisions of AI systems, are carried out exclusively on certified infrastructure located in the 

territory of the relevant State or in "trusted jurisdictions" designated by the authorized body, which provide 
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equivalent the level of protection of human rights, personal and sensitive data, information security and 

digital sovereignty. 

The authorized body of the State has the unconditional right to immediate access to logs, logs and 

technical materials confirming the transactions carried out. 

- Criteria of "trusted jurisdiction".  

Jurisdictions recognized as trusted jurisdictions can include only those states that have the following 

conditions at the same time: 

(i) an official decision or approved list on an adequate level of protection of personal and sensitive data; 

(ii) existing international treaties, mutual legal assistance agreements (MLATs) or memorandums 

of understanding (MoU) with the State concerned, as well as the existence of judicial or parliamentary 

control over foreign authorities' access to data; 

(iii) the absence of extraterritorial rules that allow unilateral access by foreign authorities to data 

without notification or agreement with the State concerned; 

(iv) the legal ability and proven practice of complying with the requirements of the regulator of this 

State, including conducting an audit in a "safe room" or other controlled form of access. 

− Infrastructure certification and technical guarantees. For the deployment of systems in critical 

areas, the following are mandatory: state certification or other attestation of the Integrated Information 

Security System (CISS), or equivalent recognized by the authorized body; segmentation of data processing 

environments; data encryption during transit and storage; sovereign key management on the territory of the 

State or in the mode of joint control (split key, MPC, HSM), which excludes the possibility of sole access 

of foreign data. Side; the use of Trusted Execution Environment (TEE) technologies and confidential 

computing to process sensitive data; maintaining immutable (append only) logs with cryptographic signing 

of records and time synchronization; implementation of emergency kills switch mechanisms and model 

version control (SBOM/MBOM). 

−  Operational restrictions. Remote administration from untrusted jurisdictions, the use of hidden 

subprocessors, and the creation of "proxy chains" are prohibited. All releases and updates are subject to 

mandatory prior local validation. During election periods, as well as during periods of increased threat level, 

the regime of "change freeze" is established, except for critical security fixes, which are allowed only with 

the separate approval of the authorized body. 

− Logs and storage periods. Logs of calls, decisions, accesses and changes are stored for at least 

thirty-six months, and in case of a dispute or inspection — for the entire period of their consideration. The 

authorized body has the right to immediate access to the logs, as well as to apply mechanisms for "freezing" 

processes in accordance with the established procedure. 

- DR/BCP and continuity. Redundancy and recovery are performed with the provision of a local 

"mirror" (near real time) on the territory of the respective State. Fault tolerance scenarios should provide 

for a local degradation mode (graceful degradation), which guarantees the preservation of the operation of 

critical services without their complete failure. Access to backups is allowed only in encrypted form and is 

subject to mandatory logging. 

− Data and training restrictions. It is prohibited to transfer and use critical or strategic data for 

training or fine-tuning models outside the territory of the State. Where the processing of such data is 

necessary, a compute to data approach or the use of synthetic or anonymized datasets is permitted. 

− Exceptions and special permits. Temporary deviation from the requirements of localization is 

allowed only with a special permit of the authorized body, issued after a security examination. Such 

permission must indicate: purpose, duration, place of processing and controls established; contractual flow 

down restrictions; as well as the obligation to immediately terminate access in the event of an incident. 

Critical incidents are subject to mandatory notification to the authorized body no later than within twenty-

four hours. 

− Consequences of non-compliance. Failure to comply with the requirements of this paragraph is 

the basis for the application of ex parted interim measures, the imposition of sanctions and the suspension 
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of access to the market, as well as for the inclusion of the relevant system or configuration in the list of 

prohibited until the identified risks are completely eliminated. 

69.7 Contractual "flow-down" obligations. 

The Provider shall ensure full and non-dilutive (without mitigation) reproduction of the requirements 

of this Section in all contracts with subprocessors, partners, affiliates, resellers, integrators, infrastructure 

providers, data brokers, and other parties in the supply or processing chain, including subsequent 

(secondary) subprocessors (onward/secondary processing). Any contractual wording that reduces the level 

of protection, delays performance or limits the rights of users or the regulator is prohibited. The absence 

or incompleteness of the "flowdown" of obligations qualifies as a breach of the provider and creates a 

presumption of its negligence. 

Minimum list of mandatory provisions subject to "flow down" (transfer of obligations) for the entire 

supply and processing chain: 

− Impact assessments and transparency: before the launch or transfer of the system, a mandatory 

impact assessment (AIA XBorder/DTIA XBorder) is carried out with the submission of an executive 

summary available to supervisory authorities and interested parties; the operator maintains a register of 

sub-processors indicating their roles, jurisdictions, categories of data processed and their storage periods; 

in case of a change in the composition of the sub-processor chain the operator notifies about this at least 

30 days in advance; The user or customer has the right to file an objection or terminate the legal 

relationship without applying penalties and without limiting other legal remedies. 

− Logging and traceability: The operator is obliged to keep append-only logs of calls, accesses, 

decisions and transfers with a cryptographic signature, ensure that they are stored for at least 24 months 

(or longer for the period of dispute or review), provide access to them in a "safe room" mode, as well as 

keep SBOM/MBOM and release version logs. 

− Incidents and responses: notification of the provider and the authorized body of Ukraine about 

incidents within ≤72 hours, and about critical ones — ≤24 hours; immediate containment, corrective action 

plan, informing victims, preserving evidence; prohibition to limit such notices to confidentiality 

clauses/NDAs.  

− Incidents and responses: The operator is obliged to notify the provider and the authorized body 

of the state about incidents no later than 72 hours, and about critical incidents no later than 24 hours, 

ensure immediate containment, develop and implement a corrective action plan, inform affected persons, 

preserve evidence; You may not limit such notices to confidentiality provisions or non-disclosure 

agreements (NDA). 

− Prohibition of secondary use and transfer: The Operator is obliged to process data and artifacts 

exclusively for the specified purpose; it is prohibited to train or fine-tune models on user data without a 

separate legal basis; any further transfers are prohibited without written permission and without ensuring 

the transfer of identical obligations on the chain (flow down); priority is given to compute-to-data 

approaches and privacy-enhancing technologies (PETs). 

− Audit and control: the provider, operator and regulator have  the unconditional right to conduct 

remote or on-site audits, technical checks (black-box tests, penetration tests), as well as review of policies 

and logs; the audit is carried out within a reasonable time; the  operator is obliged to eliminate the 

identified violations within the established period; in case of non-compliance, the provider or regulator 

has the right to suspend or terminate legal relations. 

− Security and localization:  data encryption in transit and at rest  is ensured; implementation of 

sovereign management of cryptographic keys in the state or the mode of shared control (split key, MPC, 

HSM); geofencing, TEE/confidential computing technologies and Disaster Recovery/Business Continuity 

Planning (DR/BCP) measures are applied; "silent" updates are prohibited and mandatory release notes 

with a description of the impact are provided. 

− Management of subprocessors: the involvement or replacement of subprocessors is allowed only 

with prior written permission; the list of trusted jurisdictions and the list of prohibited countries are 

defined; contracts with subsequent subprocessors are required to contain identical terms without any 
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exceptions; The provider shall be jointly and severally liable for the acts or omissions of such sub-

processors. 

− Jurisdiction and language of the contract: all disputes involving users or operators in the relevant 

state are subject to arbitration by the courts of that state; it is prohibited to impose foreign arbitration on 

consumers, employees and students; in the event of conflicts, the official text of the contract in the language 

of that state shall prevail. Sanctions, indemnification, step in: compensation mechanisms are established; 

fines and penalties are applied for violation of the terms of notification or remediation; the contract must 

contain indemnity and liability insurance conditions; the provider or operator has the right to carry out 

step in (temporary management or isolation of the environment) to prevent damage; the use of escrow 

technical documentation and key artifacts for critical systems is allowed. 

− Change management and interoperability: mandatory versioning of configurations/models, 

change control, rollback plan, prohibition of "jurisdictional shopping"/rebranding to circumvent 

requirements; agreed SLAs/OLAs on quality, equity, and accessibility. 

− Change management and interoperability:  mandatory versioning of configurations and models 

is ensured, change control is implemented, a rollback plan is developed and maintained; the so-called 

"jurisdictional shopping" and rebranding to circumvent the requirements are prohibited; negotiated 

SLAs/OLAs are concluded and enforced, which guarantee quality, fairness and availability. 

− Termination of the relationship: verified deletion or return of data is carried out with the 

provision of an erasure certificate; it is prohibited to further use models or artifacts trained on customer 

data without a separate legal basis; establishes a transition period necessary to ensure the continuity of 

the service; ensures the preservation of evidence for the entire period of dispute consideration. 

Failure to comply with or lack of proper provisions for the transfer of obligations under the chain 

(flow down) qualifies as a violation by the provider with consequences in the form of fines, suspension of 

access or delisting and does not exempt it from joint liability for damage caused by the actions of 

subprocessors or partners. 

69.8 Transparency of cross-border activities. 

The user must be provided with clear marking, which includes: a unique system identifier and model 

version; the name of the legal entity that owns and information about the ultimate beneficiary; the states in 

which the data is processed and stored; the date of the last release or update; known technical and legal 

restrictions and risks; national and international channels for filing complaints and appeals. 

69.9 Incidents, Damages & Notices. 

In the event of any incident that may cause significant damage (security threat, discrimination, data 

leakage, manipulation of the information space, malfunctions of critical services), the provider is obliged 

to notify the regulatory authority within 72 hours. In case of critical incidents, notification must be made 

no later than within 24 hours. a corrective action plan; timely informing the affected persons; provision of 

temporary compensators to minimize damage. 

69.10 Prohibition of circumvention of jurisdiction. 

Prohibited: carrying out "jurisdictional shopping"; using chains of affiliates in order to avoid 

liability; the use of geo-blocking to restrict the filing of complaints; the imposition of a foreign court or 

arbitration on the consumer contrary to the jurisdiction of the state; the masking of the real provider; the 

use of intermediation, which actually deprives the user of the protection of rights guaranteed by law. 

69.11 Audit and access to technical materials. 

The regulator has the right to: require an independent audit of the system; provide access to 

documentation, logs, and tests in a "safe room" mode; require the transfer of technical documentation and 

scales (for critical systems) in ESCROW conditions; carry out black-box testing. Failure to comply with 

these requirements is the basis for suspension of the system's access to the market. 

69.12 User rights and collective protection. 

Each person has the right to: clear notification of the cross-border nature of the service; local 

explanation of the outcome of the AI system; access to relevant data and event logs; prompt appeal with a 
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suspensive effect; compensation for damages; participation in class actions and mediation procedures; 

appeal to the authorized body and regulators. 

69.13 Sanctions and enforcement measures. 

The following measures are applied for violation of the regime: orders to eliminate violations; 

temporary suspension or blocking of access to the system; fines, the amount of which is determined in 

proportion to the provider's global turnover; confiscation of illegally obtained benefits; prohibition of 

participation in public procurement; mandatory independent audit. 

In case of systemic or repeated violations, additional measures are applied: delisting (exclusion from 

registers) or geofencing of services until the identified risks are eliminated. 

69.14 Jurisdiction and choice of law. 

Disputes involving users or authorities of a state shall be subject to consideration by the courts of 

that state. Any contractual terms limiting or depriving the right to recourse to national courts shall be 

declared null and void. 

In commercial disputes, it is allowed to submit them to arbitration by mutual consent of the parties, 

provided that such transfer does not limit the rights of consumers, employees or students. 

69.15 International cooperation. 

The regulatory authorities of the state ensure interaction with foreign competent authorities by 

concluding agreements on mutual legal assistance (MLAT), memorandums of understanding (MoU) and 

other international instruments; exchange incident signals; recognize audit reports prepared in partner 

jurisdictions; participate in joint audits; harmonize minimum standards of security, transparency and 

protection of human rights. 

69.16 Import and export models and content. 

It is prohibited or allowed only with restrictions and means of redressing (filters, labelling of origin, 

"sandbox") to import artificial intelligence models that: 

(i) have been trained on data sets with gross violation of copyright or personal rights without 

proper legal basis; 

(ii) contain hostile propaganda, systematic falsification of historical facts, or subversive narratives. 

(iii) demonstrate dangerous capabilities without available technical or legal deterrence 

mechanisms. 

69.17 High-level ("frontier") models and APIs. 

Providers of frontier models and APIs available in the State are required to: implement user 

identification (KYC) and abuse-control procedures in high-risk scenarios; implement technical safeguards, 

including rate limits, RLHF-based security policies, and capability gating; conduct regular red-team 

testing; provide integrators in critical areas with Enforced Refusal to Perform Functions («kill-switch»). 

69.18 Open Source and Scientific Use. 

The distribution of open models or scales does not entail commercial responsibility of the developer, 

if he does not carry out their marketing or integration into production processes and does not hide known 

high risks. An integrator who deploys an open-source solution in production bears the full scope of 

obligations provided for in this Section. 

69.19 Cross-border impact assessment (AIA-XBorder). 

Before launching or substantially upgrading the system, the provider is required to conduct a written 

cross-border impact assessment (AIA-XBorder), which must include: processing objectives; data and 

transfer maps; risk assessment for human rights, non-discrimination and the information environment; risk 

mitigation plans; results of fairness tests by groups; incident response plans; local human oversight 

mechanisms; criteria for suspension or termination of the system. 

AIA-XBorder's resume must be published in a form and language accessible to users. 

69.20 Information sovereignty and electoral processes. 

Cross-border campaigns and tools that influence the formation of public opinion, electoral processes 

or referendums are subject to: mandatory labelling as automated; registration in the register of political 
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authenticity; prohibition of simulated participation of citizens; increased requirements for transparency of 

funding and content provenance. 

69.21 Preservation of evidence and procedural safeguards. 

The provider is obliged to ensure the preservation of relevant event logs and materials for at least 

24 months, and in case of a dispute or verification — during the entire period of their consideration. At the 

request of the regulator, the provider is obliged to immediately freeze the relevant processes and provide 

access to the quality log and full versions of releases. 

69.22 Interim measures. 

If there are signs of an imminent threat to human rights or security, the regulator has the right to 

apply interim measures ex parted, in particular: suspension of certain functions of the system, introduction 

of geofencing, or a requirement to roll back the model version. Such measures are subject to mandatory 

review within ten days. 

69.23 Transitional provisions. 

For existing cross-border AI systems, a period of six months from the date of entry into force of the 

law is established to bring their activities in line with its requirements. For systems operating in critical 

areas, this period is three months. Failure to comply with the requirements within the specified time frame 

is the basis for a phased restriction of access to the market and the application of sanctions provided for 

by law. 

69.24 Interpretations and collisions. 

The provisions of this Section shall be interpreted according to the principle of pro persona — in a 

way that ensures the fullest protection of human rights and freedoms. In case of doubt, the principle in 

dubio pro securitate et libertate is applied, according to which preference is given to the decision that 

guarantees human rights, information sovereignty and security to the greatest extent. The interpretation 

and application of norms are carried out in compliance with the principles of necessity and proportionality. 

The provisions of this Section shall be interpreted according to the principle of pro persona — in a 

way that ensures the fullest protection of human rights and freedoms. In case of doubt, the principle in 

dubio pro securitate et libertate is applied, according to which preference is given to the decision that 

guarantees human rights, information sovereignty and security to the greatest extent. The interpretation 

and application of norms are carried out in compliance with the principles of necessity and proportionality. 
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